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1 Introduction

Consider the unconstrained optimization problem

min f(z), (1)

where f : R® — R is a continuously differentiable function and bounded from below, whose
gradient is available. Let g = g(zx) := Vf(z1) be the gradient of f at z; and || - || be as the
Euclidian norm. Some iterative methods such as the Newton method [24], the quasi-Newton
methods [13, 14], the trust-region methods [9, 18, 29, 38] and the conjugate gradient methods
[5, 12, 19, 22] have been used to solve (1). In an iterative method, by starting from initial point

zo € R", the sequence {xj}r>0 is generated using the formula
Tpq1 = Tk + apdy, (2)

in which the step-size ayj is obtained by an inexact monotone or a nonmonotone line search
[15, 24, 34]. In addition, dj, is the search direction, satisfying the descent condition ggdk < 0,
or the sufficient descent condition

g di < —cllgr]?, (3)

where ¢ > 0 is the constant.

Conjugate gradient (CG) methods are a well-known class of iterative methods to solve the
unconstrained optimization problems. Since CG methods have low memory requirement and
simple computational scheme, they are suitable especially for large-scale problems. CG methods
have strong local and global convergence properties which are investigated in many papers, see
for example [16, 25]. In the CG methods, the search direction dj, is

g, k=0,
P (4)

=gk + Brdr—1, k>1,

where () is called the conjugate gradient parameter. We can obtain the various CG methods
with distinct choices of parameter 8. Some prominent CG methods are called Fletcher-Reeves
(FR) [12], Dai-Yuan (DY) [5], Liu-Storey (LS) [22], the conjugate descent method of Fletcher
(CD) [11], Hestenes and Stiefel (HS) [17] and Polak and Ribiére [25] and Polyak [26] (PRP),

respectively, which are as follows:

11:1?, — ||gk||2 ]?Y — Hgk||2 6LS — 91?3/1«—1 (5)
lge—1?’ df_yr—1’ g dp—1’
T T
BeD .~ _ lgx1I” s . Yk—19k PRP Ye—19k (6)
grd—y’ gh_1sk—1’ lgr—1l?’

where yp_1 = gr — gr—1 and sg_1 := T — xx_1. The exact step-size aj can be obtained by
solving the one-dimensional minimization problem

min f(xr + ady).
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Remark 1. The exact line search to obtain the step-size oy implies that d{gk_l,_l = 0. Hence,

(i) =gt 1di—1 = =gl (—gr—1 + Br—1di—2) = |lgr—1|*.
(1) df_yyk—1 =df_y9k —di_ 191 = —g{_1dr—1 = ||ge—1 -

(7i1) Since the gradients are mutually orthogonal in CG methods, we get
Ghyk—1 = Gk 9k — i 91 = llg]1*.

Based on Remark 1, for strictly convex quadratic function with the exact line search, the CG
parameters in (5) and (6) are equivalent [24]. In this paper, we use the nonmonotone Armijo-
type line search [1] to obtain the inexact step-size ay, which sufficiently employs the current

value of the objective function f(z) as
f@r + ardy) < Ri + p agy di, (7)

in which 0 < p <1 and
Ry := nx fiwy + (1 = nx) fr, (8)

where fk = f(xk)7 Mk S [nmirunmax]v Tlmin S [07 1) 5 Thmax S [nmin; 1] and

fuky = Ogrjnfgi(k){fkfj}v k € No := NU {0}, (9)
in which
(k) = 0, k=0,
min{n(k - 1)+ 1,N}, k>1,
with N > 0.

Liu and Story [22] introduced the parameter B£° for which the global convergence of the
LS method with Grippo-Lucidi line search stablished in [20]. Some researchers have studied for
variants of the LS methods [21, 31, 33]. In [33], Zhang proposed a MLS+ method and proved
that MLS+, independent of the line search, can always generate the descent directions satisfying

the following sufficient descent condition

1
gfde < —(1= ) loel?®

where ¢t > 1. Li and Feng [21] improved the MLS+ method to obtain well-defined modified
MLS+ method to generate the sufficient descent directions independent of the line search. They
proved that the modified MLS+ method is globally convergent with the strong Wolfe line search.
A hybridization of known LS-CD conjugate gradient algorithms presented to solve unconstrained
optimization problem in [31]. In addition, the Wolfe-type line search can guarantee the global
convergence of the LS-CD conjugate gradient method.

For the first time, Beale [3] proposed a three-term conjugate gradient method whose the

search direction dj has the form

di = —gr + Brdr—1 + Yide, (10)
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where v, and d; are the scaler and restart direction, respectively. In general, the three-term
conjugate gradient algorithms are numerically strong, efficient, reliable, and robust compared
with two-term conjugate gradient algorithms [2, 36]. Recently, some researchers have focused
on the three-term conjugate gradient methods, generating a descent search direction [2, ?].
Moreover, the general class of three-term conjugate gradient methods are presented in [23],
satisfying the sufficient descent condition.

Some researchers used the CG methods for solving the eigenvalue problems of a symmetric
matrix [8, 32]. They introduced the unconstrained optimization problems and obtained some
variational characterizations for the minimum and maximum eigenvalues. Hence, we introduce
two modified three-term conjugate gradient algorithms based on the LS conjugate gradient
method to solve unconstrained optimization problems. We will obtain the search directions
which satisfy the sufficient descent condition using both quasi-Newton method and eigenvalues
analysis. The global convergence of the new algorithms will be investigated. We give some nu-
merical examples to show the efficiency our algorithms in comparison with several CG algorithms
based on LS method.

The rest of this paper is organized as follows. In Section 2, we introduce two new three-
term conjugate gradient algorithms based on LS conjugate gradient method. In the next section,
the global convergence of proposed algorithms will be established under mild assumptions. In

Section 4, numerical results are reported. Finally, some conclusions are given in Section 5.

Remark 2. Let A € R"*™ be a square matrix. det(A) and tr(A) stand for the determinant
and trace of A [28].

(a) ||A||% = tr(AT A) in which || - || s denotes Frobenius norm, i.e.,

n n
> lail

i=1j=1

1Al F =

(b) If A1, Mg, -+ , A\, are the eigenvalues of matrix A, then
tr(A) =AM + Ao+ - + A,

and
tr(A%) = AT+ A3+ + AL

2 Motivation and Properties

In this section, we present a new three-term conjugate gradient method to solve unconstrained
optimization problems based on LS conjugate gradient method to obtain a descent search direc-
tion. Then, we will modify the new three-term conjugate gradient method using the eigenvalues
analysis to improve the efficiency of numerical results. Liu and Storey [22] proposed the LS

conjugate gradient method whose direction dj can be obtained by
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—Yk» k= 07
dy =4 (11)
—Jk + B}%Sdk—h k Z 17
where .
LS 9k Yr—1
= 12
k g]zlldkfl ( )

If the exact line search is used, the LS method is equivalent to PRP method [16], which has been
regarded as one of the most efficient CG methods in practical computation. We now combine
the LS conjugate gradient direction with y;_1 to obtain a new three-term conjugate gradient
method (N3TCG) as follows:

— Ik k= 07
dp =4 (13)

—gr + BESdi—1 + Oryk—1, k> 1,

in which .
9k dr—1

Op = ———. 14
glz_ldkfl ( )
We will show that (13) satisfies the sufficient descent condition, gf d, = —||gx||* < 0, indepen-

dent of the line search and the objective function convexity. Furthermore, N3TCG is reduced to
LS using the exact line search. To augment the efficiency of N3TCG, we now consider a modifi-
cation on N3TCG to get MN3TCG using the eigenvalue analysis. In MN3TG, the search directions
are generated by
— gk k=0
do={ M ’ (15)
=gk + B dp—1 + tebryp—1, k>1,
where t; € R is a parameter. MN3TCG has the following properties:
e For exact line search or ¢t = 0, Vk > 0, MN3TCG reduces to the LS method.
o Ifty, =1, Vk > 0, MN3TCG reduces to the N3TCG.

We now use the eigenvalues analysis to compute the parameter ¢ in MN3CG, satisfying the

sufficient descent condition. From (15), the search directions of MN3TCG can be written as
dk: = _ngk7 vk > 07 (16)

where . -
dk-1Yj—1 Yk—1dj_q

Qk1:I+ —t

k .
g di— gF di_q

(17)

Hence, MN3TCG can be considered as a quasi-Newton method, in which the non-symmetric

matrix @ is an approximation for the inverse Hessian matrix. Now, (16) implies that

i gr. = —9¢ Qi 9 = —9i Ak (18)
in which
_: QF + Qu
==
The symmetric matrix A can be rewritten as follows:

Ay
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B tr — 1 ykfldg_l _ iy — 1 dkflyg—l (19)

A, =1
2 gg,lqu 2 g]{fldkfl

If dy—1 =0 or yx_1 = 0, then Ay = I; consequently all the eigenvalues of Aj are 1. Otherwise,
there exists a set of orthonormal vectors {z},}7~? such that

d{—lz}’i :yg—lzizov Z:17 7n’_2' (20)
Therefore, from (19) and (20), we get
Apzl = 2%, i=1,---,n—2.

Hence, the matrix A, has the eigenvalues 1 corresponding to the eigenvectors zi for i =
1,---,n — 2. Finally, we must to find two remaining eigenvalues A\, and uj of the matrix
Aj. Remark 2 gives us

dy. Yk—1
tr(Ag) =n— (¢ — 1 L:1+...+1+)\k+uk7
n—2 times
so that .
dj;_1Yk—1
Ao+ i =2 — (t, — 1) =12 (21)
gkjfldk‘—l
The symmetry of the matrix Ax along with Remark 2 implies that
Akl = tr(AF Ax) = tr(AD)
te — 1dE_jyr—1\2
=n—2+2(1- i)
2 gkfldk—l
1 lyr—?
+ =ty — 1)*
2 llgr—11I?
=14+ 1+ +uf,
n—2
leading to
th—1di_1yr-1\2 | 1 lyr—1]?
)\2+u2:2(1— 7) + = (t), — 1)2 02k 22
e 2 a2 T o 22)
From (21) and (22), we have
1 2 2 2
Akl = 5 {()\k +pe)” = (Mg + Uk)}
_ }{4(1 -1 dfflyk—l)Z _ 2<1 ot -1 d{—lyk—l)Q
2 2 gl dya 2 gi_ydk
1 [yr—1>
— =ty - 1)
2 llge—1?
te—1dl_qys—1n\2 1 1?
- (1_ k ’;17%“1) _,(tk_l)QM. (23)
2 Gyrdr— 4 llgk—1]

Finally, the eigenvalues Ay and pj using (21) and (23) are computed
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te— 1di_yy—1 te — 1 ||lye_ill
2 gl di 2 ge—all’

te —Ldi_yye—1  tp —1|jys_1]
2 gF_di—q 2 llgr—1l

A =1

pr =1

Let A, =& € (0,1). Then, to guarantee the sufficient descent condition for directions generated

by (15), we compute the well-defined parameter t; as follows:

1, if I'p =0,
ty == ¢ min{r,max{1,;}}, if T # 0 & (9} dx—1)(9¢ yk—1) > 0, (24)
min{7, min{1,,}}, if Tk # 0 & (g de—1)(gi yr—1) <O,

in which 75 <1 <7y, T'y == |lys—1]| — d}_,yx—1 and

gg_1dk71

tp =142 &E-1 .
S TV

We now describe the proposed three-term conjugate gradient algorithms to solve unconstrained
optimization problems:
Algorithm 1. New three-term conjugate gradient method (N3TCG)
Input: Choose z¢g € R", p € (0,1), Nmin € (0,1), Mmax € [Mmin, 1], N > 0 and € > 0.
begin
set k=0 and dy = —gy;
while ||gx|| > €
determine «y, by (7)-(9);
set Tp+1 = T + apdy;
compute 37, by (12) and obtain 6 by (14);
compute d41 by (13);
k+—Ek+1;
end
end
xy = ks o= i
Output: zy, fp

Algorithm 2. Modified three-term conjugate gradient method (MN3TCG)
Input: Choose zg € R™, p € (0,1), Nmin € (0,1), Nmax € [Mmin, 1], 71 <1 < 7, N > 0 and
e > 0.
begin
set k =0 and dy = —gy;
while ||g,|| > €

determine oy, by (7)-(9);

set xpr1 = xf + apdy;

compute B£7) by (12) and obtain ), by (14);

obtain tx11 by (24);

compute di41 by (15);
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k+—Ek+1;
end
end
xp = ks o= i
Output: xp, f

The following example is used to explain the eigenvalue analysis in MN3TCG.

Example 1. Consider the vectors

1 0 4
gk-1= 2], dp—1= 1|11, Yh—1= | 2
3 —2 -3

The relation (19) gives the symmetric matrix Ay, as follows

0 4 -8 0 0 0
i} 0 2 —4 4 2 -3
4 (1) (1) 8 t,—110 =3 6 t,—1|-8 —4 0
ke ) 4 D) 4
0 0 1
- _— .
1 LA
9 k
_ tk_l tk+1 7—7tk
2 2 8
T Tty 3ty +1
1—t
L 8 4]
Now, from (21)-(23), we get
te + 3
)\k"_,uk - k2 )
65 37 121
22 2 _ 99,  Of, 147
kL= gtk T oghe T g
37 121
Nefipy = ———12 — —tp + —.
N TP AL T D)

By solving (25), we obtain

9t —2
= 7 3 K

_ —11t; + 25
B 4
Let £ = 0.15 and 71 = 5. Then, t; = —1.6, (97 dx—1)(gF yx—1) = 4 and

Ak

t = min{5, max{1, —1.6}} = 1.

3 Convergence Analysis

(25)

In this section, we investigate the global convergence results of the proposed methods. For

these, the following assumptions are needed.
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Assumption 3.1 The level set L(zg) := {z € R" | f(z) < f(x)} is bounded, i.e., there exists
a positive constant B > 0 such that ||z|| < B for all x € L(x).

Assumption 3.2 In the neighborhood Q of L(xg), the gradient g(z) is Lipschitz continuous,
i.e., there exists a constant L > 0 such that

lg(z) =gl < Lllz —yll, Va,ye. (26)
Assumptions 3.1 and 3.2 imply that there exists a constant ¢ > 0 such that
lgel < ¢ VE>0. (27)

We now show that the generated directions in both algorithms satisfy the sufficient descent

condition (3) independent of line search type.

Lemma 1. Suppose that dj is generated by (13) or (15). Then, dj is the sufficient descent
direction, i.e., gF di, < —|lgi |

Proof. From (12)-(14), we get

ngdk—l
gg;ldkfl

95%—1

T 2
9 Ye—1 = —llgrl” < 0.
Qg;ldk71 b

gh di = —lgell* - ghdi—1 +

Suppose that dj is generated by MN3TCG. Then, (12), (14) and (15) imply that

9 yk—1 gFdg—1

T 2 T T
9x A = —||gk||” — 91 dr—1 + i i Yk—1
k H H ggﬁldk_l k g’,{ildk_l k
T
fo—
= —llgll? + (b — 1) IL T (28)
gkfldkfl

If Ty = 0, then ¢t = 1. Therefore, MN3TCG is reduced to N3TCG satisfying the sufficient descent
condition. We continue the proof with the induction over k. Using the induction hypothesis,

we have gf dr—1 < —|lgk—1]]* < 0. Now, we have two cases:
CASE (i): If Ty, # 0 and (gf'dr—1)(9f yk—1) > 0, then

tr, = min{r, max{1,#;}} > 1.
This inequality, along with (28), results in

g,fykfl

T 2
9% dr—1 < —|\grl"
Ity < o]

G die = —|lgrll* + (te — 1)

CASE (ii): If Ty # 0 and (g} dx—1)(gL yr—1) < 0, then
tr, = min{mp, min{1,#;}} < 1.
Similar to CASE (i), we have

T
1) gkykfl

T 2
9% dr—1 < —|\gll"
It Ty < o]

G die = —|lgrll” + (tr —

Hence, dj, satisfies the sufficient descent condition in both algorithms. O
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Lemma 2. Suppose that dj, is a sufficient descent direction and Assumptions 3.1 and 3.2 hold.
Then

2
(ng(k)_le(k)—1>
diy—111?

< 00.
1(k)—1

Proof. See Lemma 3.4 in [10]. O

Lemma 3. Let dj be the direction generated by N3TCG or MN3TCG and the step-size aj be
obtained by the nonmonotone Armijo-type line search (7)-(9). Also, Assumptions 3.1 and 3.2
hold. If

1
7||d E = +00, (29)
1y q 191(k) -1
then
lim inf||gx|| = 0.
k—o0

Proof. By contradiction, we suppose that limy_, . inf ||gx|| # 0. Hence, there exists a constant
~v > 0 such that
lgrll >,  Vk. (30)

Define
_ gidw
llgx [l

Using the Lemma 1, we have gf d, < —||gx||*; hence

Hk : (31)

gl
Hk g - )
[l dl
so that

S EATE

Therefore, (30)-(32) lead to

el g rde)® _ (gidi)® (33)
dkll> ~ [ldel* — lgkll?lldell> — 2l d?

Without any loss of generality, we can take k :=[(k) — 1. From Lemma 2, we obtain

. 2
(gl(k)qdl(k)—l)
I digry—112

1
2 T E S 2 <%

1(k)—1 1(k)—1

which contradicts with (29). Hence, the proof of the desired result is completed. O

Theorem 1. Let di be the direction generated by N3TCG or MN3TCG and the step-size aj be
obtained by the nonmonotone Armijo-type line search (7)-(9). If Assumptions 3.1 and 3.2 hold,
then

Jimn inf Jgi | = 0.



F. Rahpeymaii, M. Rostami/ COAM, 3(1), Spring-Summer 2018 37

Proof. In the conjugate gradient algorithms, it is clear that iterations can fail when ||gx| > €
for all k > 0 [27]. By using Lemma 1 and (27), we get

|0x| = ldr—1]l- (34)

gide—y | lgfdial _ lgrlllldr—all _ ¢
T - T S 2 < 2
Ip k-1 lgp_1dk—1] llgr—1l] £

Assumption 3.2 results in
lye—1ll < Lok—1|de—1]- (35)

Now, Cauchy—Schwarz inequality along with Lemma 1, (12) and (35) gives us

T T
LS 9k Yk—1 |9k Yr—1] lgrllllyr—1ll _ ¢
| = = < < = Loayj_1||dr_1]l- 36
15”1 gL dii | gfdia] T g2 T2 =] (36)

From (15) and (27), we get
il < llgell + 185 lde—1 1| + [tel|0x ]yl

< G SyLan il + il Sy 1) B e |
=+ S Lapalldia | 4 1tal S Lo s (37)

Finally, we have three cases:
CASE (i): In N3TCG, we have t; = 1, then

2L
sl < ¢+ 2o sl P

CaAsE (ii): If T'y # 0 and (g} dr—1)(g yk—1) > 0, then [t;| < 7

1+m)L
gl < ¢+ L e,

CASE (iii): If Ty, # 0 and (g7 dk—1)(9} yx—1) < 0, then [ty < 7

(1 +7)L¢
52

k]l < ¢+ a1l d—1l*.

Since 79 < 1 < 71, for all cases, we have

14+7)L
el < ¢+ EETOES (38)
52

Similar to the proof of Lemma 3.1 in [35], there exists a positive constant M such that
el < M, Vk=0.

Moreover, for k :=I(k) — 1, it is clear that
1 1
—_ > — = +o0.
2 = 2
PR P

Hence, Lemma 3 implies that

lim inf||gx|| = 0.
k—o0



38 A New Hybrid Conjugate Gradient Method ... / COAM, 3(1), Spring-Summer 2018

4 Numerical Experiments

In this section, we compare N3TCG and MN3TCG with the LS conjugate gradient method [22], the
hybrid conjugate gradient method (HLSFR) [6] and the sufficient descent LS conjugate gradient
method (MMLS) [21] to solve the unconstrained optimization problems. In our experiments, all
codes are written in Matlab 2017a programming environment on a 2.3Hz Intel core i3 processor
laptop and 4GB of RAM with the double precision data type in Linux operations system. We
selected a number of 150 test functions of nonlinear unconstrained optimization problems from
the CUTEst [4] library. The parameters are chosen as ¢ := 0.15, p := 0.01, 7 := 5, 5 := 0.99
and N := 10. The parameter 7 is updated by

770/27 it k= ]-7

Nk ‘= )
(h—1 +0r_2)/2, ifk>1,

in which 1 := 0.15. All algorithms are stopped when ||gx|| < 1076 or the total number of
iterates exceeds 10000.

Figures 1-3 show the performance of LS, HLSFR, MMLS, N3TCG and MN3TCG to solve the
unconstrained optimization problems, which are evaluated using the profiles of Dolan and Moré
[7]. In these figures, N, N¢, Ny and C; indicate the total number of iterations, the total number of
function evaluations, the total number of gradient evaluations and CPU times, respectively. Also,
we will plot the fraction P(7) of optimization minimization problems for which the algorithm is
within a factor 7 of the best time. Figure 1 shows that MN3TCG has the best performance about
the number of iterations since it can solve about 37% of the test problems with the smallest
number of iterations. It is easy to see from Figure 2 MN3TCG is more competitive than LS,
HLSFR, MMLS and N3TCG since this algorithm can solve 38% of test problems better than others
in terms of Nt + 3N;. Finally, we can obtain from Figure 3 that N3TCG method is better than
LS, HLSFR, MMLS and MN3TCG methods about 43% of the most wins in terms of C;. Thus, the

modified three-term conjugate gradient method turns out to be practically efficient.
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P(™)

Figure 1: The performance profile in terms of N; for HLSFR, MMLS, LS, N3TCG and MN3TCG

P(™)

Figure 2: The performance profile in terms of Nt + 3N, for HLSFR, MMLS, LS, N3TCG and MN3TCG
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b HLSFR 1
0.9} | = = MMLS |
sl G LS |
= = =N3TCG
0.71 MN3TCG ]
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Figure 3: The performance profile in terms of C; for HLSFR, MMLS, LS, N3TCG and MN3TCG

5 Conclusions

We have presented two modifications of the LS conjugate gradient algorithm to solve uncon-
strained optimization problems. Also, we have shown that the generated directions by the new
three-term conjugate gradient methods satisfy the sufficient descent condition. Furthermore,
the conjugate gradient parameter is obtained using the eigenvalue analysis for an approxima-
tion of the inverse Hessian matrix. We have established the global convergence of our methods
under mild conditions. The numerical results have indicated that the proposed methods are

efficient and robust to solve the unconstrained optimization problems.
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