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Abstract. The existing modeling methods using Petri Nets, have been successfully
applied to model and analyze dynamic systems. However, these methods are not
capable of modeling all dynamic systems such as systems with the current sample
time signals, systems including various subsystems and multi-mode systems. This
paper proposes Hybrid Time Delay Petri Nets (HTDPN) to solve the problem. In this
approach, discrete and continuous Petri Nets are combined so that the continuous PNs
part and the discrete PNs are responsible for past time samples and current sample
time, respectively. To evaluate the performance of the proposed tool, it is employed
to model a legless piezoelectric capsubot robot as a multi modes system and a PID
controller, in which the gains tuned by the Genetic Algorithm are designed for the
resulting model by HTDPN. Results show that the proposed method is faster in terms
of mathematical calculations which can reduce the simulation time and complexity
of complicated systems. It would be observed that the proposed approach makes the
PID controller design simpler as well. In addition, a comparative study of capsubot
has been performed. Simulation results show that the presented method is encouraging

compared to the predictive control, which is used in the literature.
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1 Introduction

The complex nature of modern systems described by differential equations has motivated de-
signers to develop methods and tools for the modeling, analysis, performance evaluation and
control of such systems. One of the most successful modeling approaches has been Petri Nets.
Petri Nets are useful for scheduling and supervisory control problems in the discrete event sys-
tem [1]- [3]. The concept of Petri Nets was introduced by Dr Carl Adam Petri in his Ph.D.
thesis in 1962 [4]. Utilizing the important features of Petri Nests, i.e. graphical and distributed
system representation, has caused its extensive usage in modeling, analysis and synthesis of
dynamic systems, particularly discrete event systems. Furthermore, it enhances computational
efficiency [5].

On the other hand, in situations where the number of tokens increases more and more, con-
tinuous Petri Nets is a handy tool for modeling the discrete event system. Continuous Petri
Nets has been defined by David and Alla in [6], and it has been proposed that this method has
been successfully applied for the modeling and analyses of metabolic networks and traffic flow
[7]-[8]. Moreover, a flow may suddenly be interrupted which can then be modeled by hybrid
Petri Nets [9]. It is obvious that not all system variables generally flow in nature and can be
described by differential equations and those tools that are mentioned above are not effective
to be applied to all dynamic systems [10].

Previous attempts have been made to model continuous linear dynamic systems using Petri
Nets [4], [11]-[13]. In [4], [13], to model a continuous dynamic system, speed arc control is
defined which is not a principle of Petri Nets. In this method, the speed of each transition is
tuned by its previous place and applied by a new element “speed arc control” to the transi-
tion. Therefore, new elements and definitions are added to the conventional Petri Nets. On
the other hand, these approaches are limited to constraints that make them rather difficult to
be analyzed. In [14], it is shown how hybrid Petri Nets can be used to describe a dynamic
system with a unified mathematical description. The presented tool in [14] is defined as state
jump, which can be used to jump in the state space and switches in the dynamic system. This
approach is not able to provide a straightforward relation between the graphical model, which is
created from system dynamics and mathematics governing hybrid Petri Nets. A tool for model
and controller design based on the Petri Net is introduced in [11]. The proposed approach
in [11] has some limitations, which consequently has no generality and cannot be used in the
modelling and controller designing procedure for all dynamic systems. The main limitation of
this approach is that it cannot model systems such as multi-mode systems, those that include
switchable subsystems and those with current input sample signals. This paper develops a novel
tool that is a new kind of Petri Net called Hybrid Time Delay Petri Nets (HTDPN) to address
the mentioned problems. Here, a combination of continuous and discrete Petri Nets are used.
The continuous Petri Nets models differential equations while discrete Petri Nets model the
current sample time, switching between subsystems and the changing system modes. Based
on this new tool, run time is reduced and helps to simplify the controller designing procedure.
Simplifying controller design for multi-mode systems can be considered as one of the main ad-

vantages of this approach.
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Consequently, a close-loop system including the capsubot robot which is an underactuated non-
linear dynamics system and a PID controller, modeled by HTDPN, employs the GA algorithm
to optimally obtain and tune three terms of the PID controller, minimizing the defined fitness
function. Then a comparison is made between the proposed approach and four control schemes.
This paper is organized as follows: Section 2 introduces the main concepts of Hybrid Petri Nets
and PID controller. The basic definition of the HTDPN is proposed in Section 3. Section
4 presents the PID and capsubot modeling by HTDPN. Simulation results are presented in

Section 5 and finally the conclusion is given in Section 6.

2 Preliminary Definition

2.1 Hybrid Petri Nets

A marked Hybrid Petri Nets is a six-tuple HPN = {P,T,W~(Pre), W (Post), My, h} such
that [15]-[16]

P ={p1,p2, - ,pn} is a nonempty and finite set of places.

T = {t1,t2,-- ,t¢} is a nonempty and finite set of transitions and P(T = &, i.e. sets P and
T are disjointed.

W=(Pre): (PxT)— R>0or Nt and WT(Post) : (T x P) - R>0or NT are the weight
of arcs from place to transition and transition to place, respectively [17].

My is the initial condition of marking and h : PUT — {C,D} is a hybrid function which
indicates whether each node is a discrete node or a continuous node.

A discrete transition is enabled when each place p; €° t; meets the condition [18]:
[M(pi)| > Pri(pi,1;)

A continuous transition is enabled if each place p; €° t; meets the condition:

1-For discrete place p; is:
m(p;) > Pri(p;, t;)

2-And for continuous place p; is:

m(p;) >0

2.2 PID Controller

A PID is a controller with three-terms, which is the sum of three types of control actions. The

combination of the proportional, integral and derivative term actions yields:

Us KI
=K — + KpT, 1
E(s) P+ Tis + Kplgs (1)

Figure 1 shows the block diagram of the PID controller and a plant.
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U Plant —

Figure 1: Block diagram of the PID controller and a plant.

2.3 Discrete PID Controller

To implement the PID controller using a digital computer we have to convert (1) from a con-
tinuous to a discrete representation. The transfer function of a discrete PID controller is given
by [19]:

2

Uz Tsz+1 z—1 a0+alz—1+a22_
Dle) = =Kp+ K1+ K _
(2) E(z) PrRI5 =TT DT 1— -1 )
= upin(K) = uprp(k — 1) + aoe(k) + are(k = 1) + aze(k - 2)
Where

a0 = Kp + 54 1 Ko
s
ao = I;SD

3 Hybrid-Time Delay-Petri Nets (HTDPN)

Many systems in nature have dynamic equations. For studying the systems’ features, the user
must be able to model dynamic systems and analyze dynamic characteristics. Petri Nets is
not useful to model continuous dynamic systems. Moreover, controller implementation in Petri
Nets requires current sample time such as error signal, which is not calculable by Petri Nets.
To overcome these problems, HTDPN is presented in this paper.

Definition 1. A Hybrid Time Delay Petri Net (HTDPN) is a 7-tuple as:

PNH ={P,T, Pred, Postd, Prec, Postc, My}

such that:
P ={p1,p2, -+ ,pn} represent a finite set of continuous places.
T = {t1,ta, -+ ,tm } represent a finite set of transitions, here, T, = {t1,t2,--- ,t,,/ } denotes the

set of the m continuous transitions which are represented by boxes.

TP =T — T also denotes the sets of discrete transitions which are depicted by bars.
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Prey, Postg are the incidence functions that specify the multiplicity of arcs between places and

discrete transitions.

Moreover, Pre., Post. are the incidence functions which specify the multiplicity of arcs
between places and continuous transitions.
My is the negative or non-negative real-valued initial marking vector. To model a continuous
dynamic system using HTDPN, the following rules should be considered:
Rule 1: Here, discrete transitions TP are initially executed before continuous transitions 7°¢.
Rule 2: Time delays correspond to continuous transitions 7¢; however, the discrete transitions
are executed immediately.
Rule 3: While places portray states of the system, in the HTDPN M € R.
Rule 4: Firing of discrete transitions follows the two principles described below:

1- A discrete transition ¢; € TP at marking M is enabled, i.e., it can fire, iff Vp; €° t;.
|M(p:)| >0

2- A discrete transition t; starts firing as soon as it is enabled.
Rule 5: Firing of continuous transitions satisfies the following two principles:

1- A continuous transition t; € T’ © is enabled, i.e., it can fire, iff
|M(pi)| > 0,Vp; €°t;

2- The firing of a continuous transition ¢; is not instantaneous.

Rule 6: After firing of a transition, the tokens of input places reach zero.

Rule 7: Since in the HTDPN the maximum possible speed of transition is assumed as infinity,
the transition speed in continuous transitions is determined by the input place connected to
the transition.

Rule 8: Unlike ordinary Petri Nets, the arcs are a passageway of signals and can thus be negative
or positive.

In this approach, the fundamental equation consists of two parts: the first part is a discrete
one and the second part is a continuous one and is executed in two steps. In the first step, the

fundamental equation is executed for the discrete Petri Nets model shown in (3):
M = M(k—1)+ W48 (3)

M’ is the vector of marking calculated after firing discrete transitions and before continuous
transitions. The discrete incidence matrix and firing vector are shown by W, = Posty — Preg
and S, respectively.

In the second step, the equation is executed for the CPN model explained in (4).
M(k)=M + W (4)

where W, = Post. — Pre. is the continuous incidence matrix and v is firing speed.

To implement this approach, first, continuous differential equations are converted to difference
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equations and then by using HTDPN, the system is modeled. In discrete state space, a recursive
function including delays is used instead of the derivative functions, which makes the modeling
process simpler.
In this method, places play the role of input and output variables and states for systems.
To illustrate this method, consider a first-order state space with past time samples and current
sample time as (5).

z(k) = ax(k — 1) + Bu(k — 1) + yu(k) (5)

where, u(k) is the current sample time signal. The HTDPN model of (5) is shown in Figure

Figure 2: The HTDPN model of (5).

In Figure 2, place p; is the input variable and place ps depicts the output variable.The

discrete fundamental equation for this model is:
M = M(k—1) 4+ WS (6)

where

0

Wq =
,y

] S =[ Mk~ 1))
And the continuous fundamental equation is explained in (7).

M(k) =M + W (7)

where
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and
V= M(p1)
M (p2)
It could be perceived that the graphical and mathematical description of the dynamic systems

reduces the complexity of analysis.

Definition 2. The synchronization is defined as follows: assume m is a token in place py, ms
is a token in place py and m,, is a token in place p,, and all of them are before a transition ¢;,

then the instantaneous firing speed of a transition is calculated as below:
Uj :min(|m1|7|m2|7"' 7|mn|) (8)

In Figure 3 the two input places of t; are synchronized for the firing of transition ¢;.

Figure 3: Synchronization in the HTDPN.

Here, after firing place p3 is equal to a minimum of two places p; and ps. The equation in
a HTDPN is:

M(k)=Mk-1)+Wo (9)
Where
-1 0
W= -1 0
-1 0
1 -1
and

ms

_ l min(|mal, [ms|) ]

Definition 3. Concurrency is characterized by the existence of a forking transition that de-
posits tokens simultaneously in two or more output places. In Figure 4, transitions ¢;, t2 and
ts are concurrent. In Figure 4, ¢, is the forking transition.
The state equation is:
Mk)=Mk—-1)+Wwo (10)
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Where
-1 0 0 0
1 -1
W= 0 0
0O -1 0
1 0 0 -1
and
mi
ma
v =
m3
my

Figure 5 presents the reachability graph of concurrency in the HTDPN.

1 0 0
(D) = M O ) = Ii]T—%’TZ'TBm(z) - H
0 1 0

Figure 5: Reachability graph of Concurrency in the HTDPN.

4 Modeling of PID Controller by HTDPN

For modeling the PID controller, its terms can be modeled by HTDPN and then integrated
together.

4.1 Proportional Term

The transfer function of the proportional term is:
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UP(Z)

Gp(z) =Kp=
The input-output properties of (11) can be described by:

up = er(k‘)

The P controller that is modeled by HTDPN is shown in Figure 6.

Kp

Figure 6: The HTDPN model of P controller.

4.2 Integral Term

The integral term has the transfer function [20]:

G[(Z) =Ky L =

z—1

Gi(z) = lg((,:)) =K; 1i;1—1 =
U 2!
B~ K= =

Ur(z) = 27U (2) + K7 'E(2)
The input-output equation can be given by:
’Ltj(k‘) = UI(IC - 1) + K]@(k — 1)

Figure 7 shows the HCTDPN model of the integral term.

4.3 Derivative Term

The transfer function of D is [20]:

Un() — Kp(1—271) = Up(z) = KpE(2) — Kpz—LE(z)

From the given transfer function, the input-output property for D is as (16):

uD(k) = KDe(k) — KDG(]C — 1)

Using (16), the HCTDPN model is shown in Figure 8.

:KP:>UPZKPE(Z)

(11)

(13)

(15)

(16)
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~()

7]

Figure 7: The HTDPN model of I controller.

Figure 8: The HTDPN model of D controller.

4.4 Integration of P, I and D

The difference equation of PID can be written as:
uprp(k) =uprp(k —1) + ape(k) + are(k — 1) + aze(k — 2) (17)

where, age(k) is the current sample time signal. Figure 9 shows the PI D model using HTDPN.

It consists of proportional, integral and derivative terms.

4.5 Capsubot dynamic model

The simplified schematic model of the legless piezo capsule robot is depicted in Figure 10 [21].

The robot movement is driven by an internal impact force and friction; therefore, this has a
complex dynamic model. This robot consists of three main parts: the capsubot shell, the inner
mass and piezoelectric element which generate force. The relation of the capsubot system with

the second law of Newton is as follow:

Fayr = May = u— pap(M +m).g.sign() + papm.g.sign(dy — @2) = My (18)
F,, = mas = mais + popm.g.sign(d; — 2s) = —u
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Figure 9: The HTDPN model of PID controller.

Plezo

Capsubaot Shell (M)
Inner Mags (m)

Figure 10: The schematic of the legless piezo capsule robot.

where x; is position of the inner mass (m) and x5 is position of the capsubot shell with mass M.
The kinetic friction coefficient between the capsubot shell and the ground and capsubot shell
and the inner mass are p1 and pog, respectively and g is gravitational acceleration. Therefore,

the state space equations can be written as follow [22]:

X(t) = AcX(t) + Beu(t) + fe(t) (19)
Where
T
Xt = o)) ws(t) ws(t) a(t)
and
01 00 0
1
X |00 00| |
0 0 0 1 0
0000 -
fc(t)z[() — B (M + m).g.sign(x2) + FEm.g.sign(zy — x2) 0 —pgkg.sign(u—mg)}
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Table 1: Parameters of the capsubot robot.

M (kg)

ma(kg)

pirk(N/M/Sec)

piok (N/ M/ Sec)

g(m/s?)

0.9

0.6

0.083

0.008

9.81

The parameters of the capsubot robot used are given in Table 1 [23].
A mathematical model of the capsubot microrobot is described as follows:

Z1(t) = z2(¢)

Za(t) = —1.3571sign(xs) + 0.0523sign(xs — 22) + 1.111u (20)
Z3(t) = xa(t)

Z4(t) = —0.0785sign(x4 — x2) — 1.6667u

After converting the dynamic system from continuous-time system to discrete-time system
with the sample time Ty = 0.01(sec), the resulting state space is [24]:

x1(k) = 21(k — 1) + 0.01zy — 1.3571 x 10~ 4sign(za(k — 1))

xo(k) = z9(k — 1) — 1.3571 x 10~ 2sign(z2(k — 1)) + 0.0111u(k — 1) (@1)
x3(k) = x3(k — 1) + 0.0lz4(k — 1)

x4(k) = 24(k — 1) — 0.0785 x 10~ 2sign(x4(k — 1) — x9(k — 1)) — 0.0167u(k — 1)

Finally, the HTDPN with step input for this model has been demonstrated in Figure 11.

ps=x4(k)-x2(k)20

Pprxa(k)<0

135712107 pe=xi(k)xy(k)<0

0.00785x10"

1.3571x10"

1.3571x107

-1.3571x10"

Figure 11: The HTDPN model of the capsubot.

In Figure 11, place p; indicates input variable and ps, p3, ps and ps show states of the
capsubot. The incidence matrix for the capsule robot can be written as follows:
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We W,
W:[ c cD

[ I
Il

0 Wp

[ -1 0 0 0 0 0 0 0 0

0 0 0 0 0 —-1.3571x10"* 1.3571x10°* 0 0

0.0111 001 0 0 0 —1.3571x10"* 1.3571x107* 0 0

0 0 0 0 0 0 0 0 0
—0.0167 0 0 0.01 0 0 0 —0.0785 x 1072 0.0785 x 1072

0 0 0 0 0 1 -1 0 0

0 0 0 0 0 -1 0 0 0

0 0 0 0 0 0 0 1 -1

| 0 0 0 0 0 0 0 -1 0

4.6 A brief introduction to genetic algorithm

Genetic Algorithm (GA) is a stochastic algorithm based on principle of natural section and
genetics. A GA is one such direct search optimization technique. GA was proposed and
developed in the 1960s by John Holland, his students, and his colleagues at the University of
Michigan. GA consists of four steps, in the first step, GA starts with an initial population
containing a number of chromosomes. In the second step, in order to obtain the optimal
solution, the population of the GA must be evaluated. This evaluation consists of calculation
the fitness value of each individual by minimizing an objective function. In the third step
some individuals are selected based on their fitness value and sent to the crossover operator to
produce two new individuals. This operation is then until the size of the population of new
individuals reaches the main population size. In the last step, the mutation operator changes
some gens of the new individuals. Figure 12 shows flowchart of GA for PID controller [25].

Using Figure 9, Figure 11 and Figure 12, it is easy to show that the closed-loop system can
be shown as in Figure 13.

5 Simulation Results

In this section, to prove the validity of the proposed method, a closed-loop system described
by HTDPN is simulated. In this approach, the genetic algorithm is used for gains tuning. The
legless piezo capsubot microrobot with a nonlinear complex dynamic system is selected as the
system that is controlled by a PID controller. The performance of the HTDPN tool and the
employed control approach is evaluated and compared with the predictive control method [24].
Gains of the controller are carried out by HTDPN based on GA as shown in Figure 14.

Since the robot has a nonlinear dynamic system the gains of the PID controller could be
tuned in any time. The GA convergence criterion is as (22):

le(k)| < 0.01 (22)
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‘ Generate initial population ‘

l

]
Evaluate fitness of each chromosome ¢

Genetic operator

Selection e’ [P s s s,

Crossover

Mutation

u(k)

(k) +

PID Controller Plant

Replace old population by new generation

e(k)

Convergence
check

Yes

‘ Optimal solution

Figure 12: Flowchart of genetic algorithm for PID controller.

To compare the proposed approach and predictive control, the same displacement must be
considered for them. Figure 15 illustrates the tracking of the reference signal for the two
methods.

Figure 15 shows that the capsubot in the proposed approach is faster and tracks the reference
signal with less oscillation. Figure 16 and Figure 17 depict the robot velocity and inner mass
velocity, respectively.

Figure 16 and Figure 17 depict that the velocity trajectory of the proposed method has
less oscillation and is smoother than the predictive control method; therefore, the result can be
easily implemented. The output error in the two approaches is shown in Figure 18.

Figure 18 reveals that using the HTDPN tool, the error is rapidly decreased to an acceptable
range. The performance of a tracking system could be measured by the summation of absolute

errors. The summation of absolute errors can be defined as follows:

Eaps = 3 leli) (23)
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000785-10*

Figure 14: The gains of the PID controller based on the GA.

The summation of absolute errors in the HTDPN model and predictive control are 1.308
and 1.1239, respectively.
Figure 19 depicts the control input signal for the proposed method and predictive control.
The force in the proposed approach is smoother than predictive control. In addition, the
absolute peak in the predictive control scheme is more than the latter one. The main criteria

to compare controllers are energy consumption which can be considered as below:

W= Z U(i)x(i) (24)

One can see that energy consumption for the same condition in the HTDPN approach

and predictive control are 0.22515 and 0.4890j, respectively. These results lead to a cheaper
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Figure 15: Trajectory of the capsul robot based on the proposed approach and predictive control.
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Figure 16: Capsubot velocity using proposed approach and predictive control.

piezoelectric element selection. Table 2 compares the performance of the HTDPN with four

existing control approaches of the capsubot.

Table 2: Parameters of the capsubot robot.

Parameters Proposed Approach | Opt. Control | OLC CLC | Pre. Control
Absolut Error 1.308 7.0715 2.65 2.598 1.1239

Energy (j) 0.2251 0.1363 0.3968 | 0.3932 0.4890
Max Force (N) 2.7893 1.5188 4.35 | 4.4158 4

As it is observed in Table 2, the proposed method is compared to four other methods of open
loop control (OLC), close loop control (CLC), optimal control (Opt. Control) and predictive
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Proposed Approach i
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2

Figure 17: Inner mass velocity using proposed approach and predictive control.
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Figure 18: Error of two approaches.

control (Pre. Control) On the other hand, in comparison to the optimal control method, in some
cases, such as tracking error and the time it takes to track the reference signal, performance
is more efficient. The simulation time for the proposed method is 0.003 (Sec) compared to
0.0099 (Sec) of the conventional one, which indicates a considerable amount of decrease in the
run time, i.e. 156.87%. To introduce the simplicity of the presented method of the HTDPN; a
series of simulation tests, i.e. comparison between HTDPN and the state space model [26] are
carried out, the results of which are depicted in Table 3.

As it is shown above, the issue of time efficiency caused by reduced computational effort
using an incident matrix is obvious. In addition, the simplicity of the system analysis is another
factor of attraction in utilizing this method.

Extending automated PID tuning methods and simplifying controller design for multi-mode

systems could be evaluated as the two advantages of the method. It should be noted that the



62 Hybrid Time Delay Petri Nets ... / COAM, 3(1), Spring-Summer 2018

——Propused Approach
=== Pregictive Conrol

Input Force (M)

Time (sec)

Figure 19: Control input of the HTDPN and predictive control.

Table 3: Parameters of the capsubot robot.

System Transfer function HTDPN Conventional

Two link tennis player robot G(s) = S(T{H) 0.0038(Sec) | 0.009(Sec)
Robot fruit picker G(s) = (s+1)2 0.004(Sec) | 0.0086(Sec)
Magnetic disc Driver G(s) = m 0.0038(Sec) | 0.0093(Sec)
Gap dynamics G(s) = s(s+10) 0.0043(Sec) | 0.0097(Sec)

G A technique used in this approach is only for data collection to obtain the auto-tuning gains
controller function, i.e. auto tuning based on HTDPN.

6 Conclusion

The present paper theorizes the HITDPN to model all variants of continuous dynamic systems
such as systems with current sample time signals, systems including various subsystems, multi-
mode systems or systems with variable parameters. The HTDPN description of the legless
piezo capsubot and PID controller is simulated and yields results which verify that HTDPN
description are much more efficient in terms of analysis simplicity. The performance of our
proposed controller is compared with four control approaches. Results show that the presented

method is promising as compared to other approaches that are used in the literature.
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