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Abstract. Location theory is an interstice field of optimization and operations
research. In the classic location models, the goal is finding the location of
one or more facilities such that some criteria such as transportation cost, the
sum of distances passed by clients, total service time and cost of servicing
are minimized. The goal Weber location problem is a special case of location
models that has been considered recently by some researchers. In this
problem the ideal is locating the facility in the distance r;, from the i-th
client. However, in most instances, the solution of this problem doesn’t exist.
Therefore, the minimizing sum of errors is considered. In the previous versions
of the goal location problem the penalty functions have been considered by
some symmetric functions such as square and absolute errors of distances
between clients and ideal point. In this paper, we consider the asymmetric
linex function as the error function. We consider the case that the distances
are measured by L, norm. Some iterative methods are used to solve the
problem and the results are compared with some previously examined methods.

Keywords. Continuous location, Goal Weber problem, Weiszfeld-like method,
Single facility, Linex function, BFGS method.

MSC. 90B90.

* Corresponding author
aria.soleimani@gmail.com, fathali@shahroodut.ac.ir,
nezakati@shahroodut.ac.ir, mnazari_ ms65Q@Qyahoo.com

http://mathco.journals.pnu.ac.ir



2 Single Facility Goal Location Problems .../ COAM, 4 (1), Spring-Summer 2019

1 Introduction

Nowadays location theory has many applications in the real life models. The Fermat-
Weber single facility location problem is one of the fundamental models in location
theory. In this problem, n existing demand points are located at known distinct points
Ay, .-+, A,, and a new facility should be located at a point X such that the sum of
weighted distances from it to the demand points is minimized. Let d(X, A;) represents
the distance between points X and A; and w; be the weight of demands on point A;.
Then the Fermat-Weber single facility location problem is minimizing the following

function: .
F(X) =Y wd(X,A). (1)
i=1

Weiszfeld [18] in (1937) presented an iterative procedure for solving this problem with
Euclidean distance. This algorithm is widely used because of its simplicity and effec-
tiveness. The algorithm can be generalized to other location problems where the cost is
a function of the Euclidean distance rather than just being proportional to the distance
(see e.g. [5, 6, 8,9, 16]).

Fathali et al. [11], introduced a special case of single facility location problem in
which a specified radius for every demand point is considered and we want the distance
between new facility and demand point A; be equal to the corresponding radius, ;.
However, since in most of instances this point does not exist, they tried to minimize
the sum of square errors. Jamalian and Fathali [12] presented a linear model for the
problem with absolute error. Then in 2017, Fathali and Jamalian [10] called this
problem Goal Weber Facility Location Problem (GWFLP) and presented a particle
swarm optimization method for the model with square error. Recently, Soleimani et
al. [15] considered the square error model with L, norm and proposed a Gauss-Newton
and imperialist competitive algorithm for solving the problem. Table 1 shows a brief
literature review of GWFLP.

As mentioned in [11] one of application of GWFLP is finding the location of a com-
pany in the vicinity of some cities with respect to the establishing and transportation
costs. Suppose that the cost of establishment a facility in the regions that is farther
than a given distance r; from the city ¢ is very low. On the other hand, moving away
from a city causes increasing transportation costs. Therefore a trade-off between es-
tablishing and transportation costs seems to be reasonable. Some other applications
of GWFLP are in desirable and undesirable facility location models, where the facility
shouldn’t be close than a specified distance to the facility center, because of its unde-
sirability. On the other hand, if the facility is so far from the city center, the cost of

providing security, human forces, transportation and other costs will be increased.
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Table 1: The literature review of GWFLP models.

Norm Penalty function
Authors Symmetric Asymmetric
Absolute error Square error | Linex
Fathali et al.[11] Lo - * B,
Jamalian et al. [12] | L; * - _
Fathali et al. [10] Lo - * ;
Soleimani et al. [15] | L, * * _
Present paper L, * * *

In all previously presented papers on goal facility location problem the objective
function is symmetric, i.e. the cost of positive and negative errors are the same. How-
ever, in real applications these costs may not equal. Therefore, in this paper we consider
the Linex loss function as the objective function. By changing the parameters of this
function, it can cover many symmetric and asymmetric cases.

There are many iterative methods for solving nonlinear programming models (see

g. [13]). Among them we used BFGS method and some of its modifications which are
the most efficient quasi-Newton methods for solving unconstrained nonlinear models
(see [4] and references therein). The BFGS and six modified versions of it are examined
for solving GWFLP with Linex function and the results are compared with some other
previously presented methods.

In what follows, the preliminary and definition of loss functions are given in Section
2. In Section 3, the main properties of the presented model are proposed. Section
4 contains iterative methods and the imperialist Competitive Algorithm to solve the
considered problem. In Section 5, the computational results obtained by the proposed

methods are given.

2 Penalty Functions

Definition 1. Let 6 be a given parameter and D be the set of all estimators of §. Then
the error of estimation 6 by § € D is shown by the penalty or loss function E(6,0) that

is satisfied in the following conditions:
1. E(0,6) >0, Ve D,

2. E(0,0) =0, < 0=0.
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Two applicable symmetric loss functions are: 1- square error, £1(0,0) = (6 — §)2,
2- absolute error, Fy(6,0) = |0 — 4.
As an asymmetric loss function we consider the following well known Linex function,

which is introduced by Varian [17].

where A =6 —9,a#0and b > 0.

The Linex function is convex. Figure 1 shows the loss function E3(A) for b = 1
and varying values of a. For the small values of |a|, this function is nearly symmetric
(see Figure 1 part b), however, for the case |a| = 1 it is not a symmetric function (see

Figure 1 part a).
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Figure 1: The loss function E3(A) for b = 1 and varying values of a.

3 Goal Weber Facility Location Problems

Let n points Ay, ..., A, be given in the plane. The coordinate and weight of point A;,
fori =1,...,n, are (a;, b;) and wj, respectively. Let r;, for i = 1,...,n, be the given ideal
distance between the point A; and the server. In the Goal Weber Facility Location
Problem (GWFLP) we want to find the location of a new facility X = (x,y) in the

plane such that the following function is minimized:
F(X) = ZwiE(d(X, A;) — i), (2)
i=1

where d(X, A;) for i = 1,...,n, is the distance between points A; and X.
In the case E = FE», Fathali et al. [11] showed that the objective function of model

(2) with Lo norm is non convex and the optimal solution is in the extended rectangular
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hull of the demand points. Extended rectangular hull of demand points is the smallest
rectangle which contains all the demand points with their circles. The same property
for L, norm, in the cases £ = E; and E = FE5 have been shown in [15]. In this paper
we consider the L, norm with asymmetric linex loss function, i.e. the case F = F3.

The model of GWFLP with linex loss function under L, norm is as follows.
min Fi,(X) = w(e®PrX =407 —q(L, (X — A4;) = ;) — 1), (3)
i=1

Theorem 1. The optimal solution of problem (3) is in the extended rectangular hull

of the demand points.

Proof. Suppose ERH be the extended rectangular hull of the existing points. Then
RH, = (amin; bmzn)a RHy = (amina bma:p)v RH3 = (ama:m bmaa:) and RHy = (amama bmzn)

are the extreme points of ERH, where

Amin = min{a; —rili =1,...,n},
mar = max{a; +rili =1,...,n},
bmin, = min{b; — rili = 1,...,n},
bmaz = max {b; + r;li =1,...,n}.

Suppose X = (z,7) ¢ ERH, then the following cases may happen: 1- Z > apaz, 2-
T < Umin, 3 G > bmazr and 4- § < bmin. It is not so difficult to show that in each of
these cases X is not optimal. We present the proof for the first case. The proofs of the
other cases are the same.

Consider the case T > apqz, then let X' = (amas, §). For i =1,...,n, we have
Ly(X = A3) = (7 = ail? +15— b:")P > (Jamas — i + | — bil) = Ly(X' = X;) > s
Therefor,

(17 = ail? + 15— biP)? =73 > (amas — ail? + |5 — bif?)7 —r; > 0.
Since w; > 0, for i =1,...,n, thus
wi(e“(Lp(X_Ai)_”) —a(Ly(X — A;) —ri) —1) > w; (e Fp(XD) =) _ a(Ly(X]) —m) —1).
So F(X) > F(X’) and X is not an optimal solution of (3). O

Now we want to find the optimal solution of problem (3). Since Linex function is
convex and w; > 0, for ¢ = 1,--- ,n, then the following lemma holds.
Lemma 1. The objective function of (3) is convex.

Note that as Fathali et al. [11] showed, the GWFLP with Euclidean norm is not
convex and local optimum may not be global. However, in the case of Linex function

if we could find a local optimum then it is also global.
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3.1 The Weiszfeld Like Method

To find the optimal solution of our considered problem, we can use the necessary

condition of optimality, i.e. 8%)(()() = 0 to obtain a candidate optimal solution. But

Fr(X) is not differentiable in the existing points. Therefore, we use the following

hyperbolic approximation of L, norm.

p
2

IMX = A) = (2 — a)* + €% + ((y = bi)> + €))7,

where € is a small positive number.

Consequently, the objective function of GWFLP with this norm is defined as follows.
n
FPX) =Y w7 — a(LY(X — Ay) = 1) — 1) (4)
i=1
Lemma 2.
lim | F}/(X) — FL.(X)| = 0.
Proof. By Mankowski inequality
Jw (e*Es X=AD=r) _q(LR(X — A;) — 1) — 1) — w;(e®ErX=A0=7) _o(L, (X — A;) — ;) — 1)
= fu (e (F5 X A0 — eolBn (X AD10) — g (IA(X — Ay) = Ly(X = 4)
< wy(Jet PP XA T — et XEAITO| 4 Jal| L (X — Ay) — Ly (X — A7)

1
< wi(et B AT (EBIT 1) 1 Ja](26)7).

Thus
n 1 1 n
[FEX) = FL(X)] <Y ;e e A7 (297 — 1| 4 Ja|(26) 7 Y .
i=1 =1
Therefore
lim |[FMX) — Fp(X)| = 0.
e—0
O
Now we use the necessary optimality condition for Flh(X ).
8Fh n Rai(ea(Lg(X—Ai)—Ti) _ 1)
0L =3 aw ( . (=) | =0, (%)
i=1 ¢
and (Ly( )
th n Rbi(@a Ly X—A))—-ri) _ 1)
T;:Zawi ( DX; (y_bz) =0, (6)
i=1

where
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and

Rb = ((y—b)?+e)'z .

Therefore, by starting with an initial point X° = (2%, %), we can use the following

iterative method.

h(xt
n wiRaﬁ(ea(LMX 7Ai)7”>71) )
Zi:l DXZﬁ a;

t+1
T = 7
n wiRa@(ea(Lﬁ(Xt—Ai)—ri),1) ’ ( )
i1 DX!
and -
n wing(ea(LP(X _Ai)_ri)fl)bl
t+1 it DX; '

Zi:l DX}

The main idea of this method is the same as Weiszfeld algorithm, therefore we call it
the Weiszfeld Like Algorithm (WLA).
1
Since LZ(Xt — 4;) = (DX})»=1, therefore,

_1_
n ’wiRaE(ea((DXbp_l *Ti)_l) '
Zi:l DX! a;

Yy - n <win2(ea(Lg(XtAi)ri)1)) ) (8)

t+1

r = 1
n wiRa’g(e“((DXf)p_l “ri)_1)
2li=1 DX
oF} (X!
_ o)
n wiRag(ea((DXi)p7 —7“1')71)
ad i ( DX?
and
1
n wini(ea((DXf)P—l —ri)_1)
> i DX b;
t+1 _
y o= 1
no [ wiRb (X (PXDPT ) _q)
Dic DX?
oF} (X!
dy
=y(t) - T : (10)

a Hyp=T _r)
n [ wiRbt (e (PXD) i)_1)
aZizl ( DX?
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The presented method in this section indeed is a fixed point iteration method which
is a linear convergence method. In the next section, we use a quasi-Newton method
which is faster than Wieiszfeld like algorithm.

4 The BFGS Method and Its Modified Versions

The BFGS method is the most popular quasi-Newton algorithm, named for its dis-
coverers Broyden, Flecher, Goldfarb, and Shanno. Quasi-Newton methods only used
the gradient of the objective function in each iteration and the second derivatives are
not required. Therefore, these methods are sometimes more efficient than Newton’s
methods (see [13]).

The BFGS method use the following iterative method

Tyl = T — o Hygy,

where gy = V f(zy), Hy is an approximation of the Hessian of f in xp, and oy is the
step length that can be obtained by line search methods. Usually, aj is chosen to

satisfy the following conditions, called Wolfe conditions,

flar + ardy) < f(xg) + parV fildp, (11)
flan + apdy) de > oV fldp, (12)

where 0 < p < 0 < 1 and dy, is the search direction in the iterative method.

In each iteration, Hy is updated as the following

Hy1 = (I — peseyt VHe(I — pryisi ) + pesSkst (13)

1
where yx = gr+1 — 9k» Sk = Tk41 — Tk and pg = TTor

The BFGS method can be stated as the following algorithm.

There are many modifications of BFGS method for solving unconstrained optimiza-
tion problems in the literature. In the next section, we use six modified versions of
BFGS for solving GWFLP. These methods are listed in Table 2.

5 Computational Results

In this section we compare the results of BFGS methods and WLA, with Imperialist
Competitive Algorithm (ICA) and Gauss-Newton method (GN) [15].
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Algorithm 1 (BFGS)[13].

Input: The starting point xg, convergence tolerance € > 0, inverse Hessian ap-

proximation Hy.

Set k := 0 (iteration counter).
Iteration step:

While ||V fi|| > € do the following:

1. Compute search direction dp = —HiV f.

2. Set xy11 = xk + agdy, where oy, is computed from a line search procedure to
satisfy the Wolfe conditions (11) and (12).

3. Define s; = z411 — o and yr = V frr1 — V fi.
4. Compute Hy,q using (13).
5. Set k:=k+1.

end while

Table 2: The modifications of BFGS and their references.

Method Author/Authors
SBFGS Andrei [1]

TSBFGS Andrei [2]

MBFGS Yuan and Zengxin [19]

MMLSBFGS | Babaie-Kafaki [3]
TMLSBFGS | Babaie-Kafaki [4]
SMMLSBFGS | Oren and Luengerger [14]

Consider the problem with n = 30 points that their coordinates, weights and ideal
distances are given in Table 3. In this table the columns with the heading ID show the

three cases of ideal distances.

In the case that the distances are measured by Lo norm, i.e. p = 2, all methods
converged to the points (8.34,8.08), (8.30,7.74) and (8.34, 8.09) with objective functions
45121, 12816 and 5928, respectively for the three cases of ideal distances. Table 4

contains the average CPU times of each of the examined methods.

As the results show, BFGS methods are faster than the other methods with the
same objective functions. Table 5 shows the results obtained by BFGS for varying

norms and the second case of ideal distances (ID2).
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Table 3: The coordinates, weights and ideal distances of existing points.

(x,y,w) ID (z,y,w) 1D (x,y,w) ID
(1,33)  (1,2,3) | (14,15,1) (1,2,3) | (10,8,1)  (1,1,3)
(1,4,2) (1,2,3) | (14,3,1)  (1,1,3) | (10,10,3) (1,2,3)
(2,15,1)  (1,3,3) | (14,1,2)  (1,.2.3) | (11,4.2)  (1,2,3)
(24,3)  (1,2,3) | (15,8,3)  (1,2,3) | (11,13,3) (1,1,3)
(3,6,2) (1,2,3) | (15,10,3) (1,3,3) | (13,3,1)  (1,2,3)
(7,15,2)  (1,2,3) | (3,2,1) (1,3,3) | (3,10,2) (1,2,3)
(8,3,1)  (1,23) | (4,6,1)  (1.23) | (9,11,2)  (1,2,3)
(8,6,3) (1,2,3) | (4,32)  (1,3,3) | (15,15,2) (1,2,3)
(8,5,1) (1,2,3) | (6,8,3) (1,3,3) | (7,14,2)  (1,2,3)
(8,2,1) (1,3,3) | (6,11,1)  (1,1,3) | (13,7,3)  (1,3,3)

Table 4: The CPU times of examined methods.

Method CPU Time in second

ICA 14.25

GN 4.30

WLA 160.21

BFGS 2.31

SBFGS 2.29

TSBFGS 2.51

MBFGS 2.05

MMLSBFGS | 1.95

TMLSBFGS 1.96

SMMLSBFGS | 2.01

Table 5: The results of BFGS for varying values of p and the ideal distance ID2.

X F(X)
1 | (8.58,7.72) | 386540
1.5 | (8.42, 7.68) | 32950

(8.30, 7.74) | 12816

(8.18, 8.12) | 4162
10 | (8.13, 8.26) | 3484

We also examined the examples with 100, 200 and 500 existing points. The coordi-

nates, weights and ideal distances are generated randomly. Table 6 shows the optimal
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points obtained by all examined methods. Since all methods find the same solution, we
compare the CPU time and number of iterations in Table 7. Since for the generated
instances the CPU times of ICA and WLA methods are extraordinarily large and BFGS
methods are very faster than GN, we just compare the results of BEGS methods.

Table 6: The results of large examples for the varying values of p.

n |p | X=(zy)

100 | 1.5 | (31.38,33.89)
100 (31.53,33.65)
100 (31.96,32.78)
200 | 1.5 | (30.94,31.94)
200 | 2 | (30.94,32.02)
200 | 3 | (31.02,31.96)
500 | 1.5 | (32.23,31.22)
500 (32.22,31.16)
500 | 3 | (32.11,31.06)

Table 7: The CPU times and the number of iterations for the large examples with the varying values

of p.
Method n p=15 p=2 p=3
CPU time iteration | CPU time iteration | CPU time iteration
100 | 11.18 8 6.20 7 8.31 6
BFGS 200 | 18.73 5 11.04 6 17.16 5
500 | 41.02 6 27.28 5 44.73 6
100 | 11.11 8 6.18 7 8.41 6
SBFGS 200 | 18.10 5 12.56 7 17.15 5
500 | 40.91 6 27.13 5 44.63 6
100 | 11.59 9 7.74 9 9.32 6
TSBFGS 200 | 21.95 6 13.74 7 21.84 8
500 | 45.19 8 30.26 6 41.25 5
100 | 9.87 7 5.33 4 9.39 5
MBFGS 200 | 17.92 6 13.54 7 17.28 5
500 | 34.73 4 27.20 6 42.39 5
100 | 7.94 6 6.03 7 8.21 6
MMLSBFGS | 200 | 16.74 5 12.03 5 13.54 4
500 | 35.50 5 27.23 5 36.52 4
100 | 9.39 7 6.43 7 9.10 6
TMLSBFGS 200 | 16.61 5 12.06 5 16.46 5
500 | 35.65 5 27.43 5 39.06 5
100 | 9.38 7 6.45 7 9.10 6
SMMLSBFGS | 200 | 16.95 5 12.32 5 16.51 5
500 | 35.82 5 27.27 5 38.80 5
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Efficiency comparisons were drawn using the Dolan-Mor “e performance profile [7] on
the running time and the total number of function. Performance profile gives, for every
t > 1, the proportion p(t) of the test problems that each considered algorithmic variant
has a performance within a factor of ¢ of the best. Figure 2 shows the performance
profiles of the total number of function and the CPU time for BFGS methods. The
results show that the MMLSBFGS and TMLSBFGS are computationally preferable to
the other methods.
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n f= 'If.........'- i N i i i i 5 -
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Figure 2: Performance profiles of the total number of function and the CPU time for BFGS methods.

The properties of system were used during the tests are: core i5, 2.6 GHz and 6

GB RAM. In all instances, the parameters in the BFGS method are chosen as follows.

p=10"% 6=01,X0=(3), e=10"°, Hy=1.

6 Summary and Conclusion

In this paper we study a version of the single facility location problem in which we
want to find the location of a new facility such that the sum of weighted errors under
linex loss function is minimized. This problem is convex and we showed that optimal
solution of the problem is in the extended convex hull of demand points. We used the
iterative Weiszfeld-like and BFGS algorithms for solving the considered problem. The
results are compared with those obtained by ICA and GN algorithms. The results show
that the BFGS iterative procedures are the best in the time of solving problem.
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Other kinds of objective functions such as Hamming norm and minimax criteria

and also multiple facility location problem can be considered in the future works.
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