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Abstract. Classification is a crucial process in data mining, data science,
machine learning, and the applications of natural language processing.
Classification methods distinguish the correlation between the data and the
output classes. In single-label classification (SLC), each input sample is
associated with only one class label. In certain real-world applications, data
instances may be assigned to more than one class. The type of classification
which is required in such applications is known as multi-label classification
(MLC). In MLC, each sample of data is associated with a set of labels.
Due to the presence of multiple class labels, the SLC learning process is not
applicable to MLC tasks. Many solutions to the multi-label classification
problem have been proposed, including BR, FS-DR, and LLSF. But, these
methods are not as accurate as they could be. In this paper, a new multi-label
classification method is proposed based on graph representation. A feature
selection technique and the Q-learning method are employed to increase the
accuracy of the proposed algorithm. The proposed multi-label classification
algorithm is applied to various standard multi-label datasets. The results
are compared with state-of-the-art algorithms based on the well-known
performance evaluation metrics. Experimental results demonstrated the
effectiveness of the proposed model and its superiority over the other methods.
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1 Introduction

Classification is one of the most important applications of statistical methods in various
sciences. One of the main purposes of modeling and classification in statistics is to
forecast based on the facts, available features and available information on a particular
topic [1, 14, 16]. In statistics, this task is mainly the responsibility of methods such as
regression, audit analysis, time series, classification, and tree regression. Classification
is one of the most widely used methods in data analysis. The aim of classification
methods is to extract the patterns in the data by grouping people and variables [2,
12, 13, 24]. Classification involves a wide variety of methods that are used in many
sciences. These methods differ in terms of their purposes, the algorithm they use, and
the way they display the results. Classification is the assignment of records or any set of
objects to a specific set of categories. It has many applications in various commercial,
economic and medical contexts.

Classification is one of the principles of data mining. Classification algorithms,
through samples stored in the training dataset, produce general models that can be
used to predict class predictions for new samples [10, 20, 22, 36]. Each instance of
a training dataset is assigned to a set of attributes. Each attribute specifies a class
associated with the instance. There are several classification algorithms based on the
number of available classes as well as the number of classes to which each instance can
belong.

In multi-label classification, each instance belongs to several classes. This type of
classification originated from the field of text classification; simply because each text
can belong to several predefined titles at the same time [11, 34, 9, 29]. Multi-label clas-
sification has been widely used in real-world applications such as music classification,
protein function classification, photo interpretation, video classification, landscape se-
mantic classification, and more. The purpose of multi-label classification is to create a
function that maps each multi-label data to a related class set [6, 7, 28, 32, 37]. This
division is shown in Figure 1.
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Due to the importance and widespread use of multi-label classifiers, in what follows,
we introduce three important criteria that allow us to classify and compare them.

The first criterion is based on the way the learning algorithm deals with the multi-
label dataset. All supervised-based learning methods, which are presented on multi-
label data, can be divided into two general categories. The first group consists of
transitional problems, and the second group involves adaptation methods.

A transitional problem is one that maps the problem to single-label learners, and
this is why it is named so. But, the second category includes methods that can directly
apply multi-label data.

Another important criterion is classification based on the output of multi-label
learners. The output of any multi-label learner is either a model that classifies multiple
labels or performs the label rating operation. Each test sample can be labeled with
relevant and unrelated labels in a multi-label classification model. However, label
ratings rank all possible labels for each sample.

In this paper, a novel classification method is presented for multi-label classification
problems. In the proposed method, the Q-Learning approach and a feature selection
technique are employed. Moreover, in the proposed model, the feature space is encoded
as a graph, and the Q-leaning is utilized to select the most appropriate feature subset.

The main novelty of this paper is the integration of Q-learning and feature weighting
to improve the accuracy of classification. In fact, this research utilizes a Q-learning-
based model for final feature selection, what makes it different from previous methods.

The remainder of this paper is organized as follows. Section 2 is devoted to a
review of the related works. In Section 3, the details of our proposed method are
explained. The performance of the proposed method is evaluated in Section 4. Finally,
the achievements of our research are outlined in a brief conclusion.

2 Related Works

In this section, we review the research literature of the field of multi-classification.

2.1 Transfer Methods

The methods in this category strive to transfer a multi-label dataset into a single-label
one. This is done by breaking down the original multi-label dataset into several single-
label datasets. Single-label classifiers are then applied to these datasets. Finally, all
classifiers are combined to produce a multi-label classifier.

Six methods are suggested in [4] that convert any multi-label dataset into a single-
label one. These methods can be described as follows.

• For each instance, select the label with the highest index, among the associated
label sets.



Multi-Label Classification with Meta-Label-Specific .../ COAM, 6 (2), Summer-Autumn 202140

• For each sample, select the label with the lowest index among the associated label
sets.

• Copy each sample to the number of labels, and assign only one sample label to
each copy.

• This is the same as the previous one, except that we assign a weight to each pair
(sample, label).

• Randomly select one of the sample labels.

• Delete samples that have more than one label in the collection.

The problem with the aforementioned methods is that they destroy a lot of information
involved in the initial multi-label dataset, because the samples lose some of their labels.
As a result, the learning algorithm will not use all the information in the initial dataset
to generate the model. It is evident that the model created in this case is less efficient
than the model created using the entire initial training dataset.

In [19], a novel method called “K-way Tree-based eXtreme Multi-Label Classifier
(KTXMLC)” is proposed. To maintain the correlations, this method operates on a
tree-based classifier utilizing a clustering algorithm.

Moreover, in the multi-label classification problem, a novel method is developed
to reweight examples in [38]. In [35], for multi-label classification, dual aggregated
network is proposed on pyramidal convolutional features. To learn discriminant multi-
scale information of different intended objects within the image data, this approach
consists of both classifier-level aggregation and feature. In [33], even at low prior
probabilities, a new label dependence criterion demonstrates values from a full range
to develop a data-driven label clustering.

The method proposed in [31] describes four commonly used tricks in data anal-
ysis. Each of them converts multi-label datasets into a number of single-label ones.
These methods include One by One (OBO), One Versus One (OVO), One Versus Rest
(OVR), and Label Powerset (LP). Moreover, in [23] an approach based on deep learning
is proposed with label-attention and domain-specific pre-training for multi-label legal
document classification. In [5], an algorithm of multi-label feature selection is proposed
on the basis of many-objective optimization.

In this paper, an enhanced NSGA III algorithm is employed with two archives with
the aim of improving the convergence and diversity of NSGA III.

2.2 Adaptation Methods

In adaptation methods, the existing algorithms are modified or are combined with other
models. Algorithms in the first category produce a special multi-label classifier that
considers all instances and all classes of the training dataset at once. But the second
category improves an existing single-label classifier method, while multi-label datasets
are implicitly or explicitly subdivided into a sequence of subsets. Several efficient and
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effective multi-label classification algorithms have been produced and designed by the
second method.

Existing adaptation methods are based on the development of dependency rule
learners, decision trees, sample-based methods, neural networks, cumulative methods,
and SVM classifiers.

In [26], a method called MMAC is presented. This method explores the rules of
dependency to create a set of classification rules. Then, it deletes the instances that
follow these rules, and repeats the rule search on the remaining data. This continues
until all the samples follow at least one rule. The disadvantage of this method is that
it is very suitable for training samples, because the flexibility of the method on new
data is reduced.

3 The Proposed Method

This section presents the details of the proposed Q-learning multi-label classification
algorithm. In the proposed algorithm, the Q-learning approach is utilized to improve
classification accuracy in multi-label data. Moreover, in the proposed method, a new
graph-based feature selection method is introduced to reduce the dimension of data.

To describe the data, a large number of attributes are used. A majority of the so-
called features may be redundant and irrelevant to the application of the intended data
mining. Due to the redundant and unrelated features in the data, the performance of
the machine learning algorithm may be negatively affected. Additionally, these features
can also increase the complexity of computation, which is why reducing the size of
dataset is one of the first steps in data mining and machine learning. The model,
which is based on reduced features, has a higher generalizability than the original
model. Based on a widely accepted rule, a minimum of 10× n ×C educational data is
essential in order to classify a problem with dimension n and C classes. The reduction
in the number of features could lead to a diminish in the amount of required training
data, once it is practically impossible to present the required amount of training data.
Subsequently, there would be an upsurge in the overall performance of the classification
algorithm [17, 8, 18].

In higher dimensions, managing the data is difficult, and the computational and
analytical capabilities reduce compared to lower dimensions. Therefore, dimensionality
is an essential part of the knowledge discovery process. Multi-dimensional data plat-
forms pose many computational challenges despite the opportunities they create. One
of the problems with large datasets is that most of the time, all data features are not
important for finding the knowledge that lies in the data. For this reason, in many
areas, dimensionality reduction is one of the most significant issues.
The methods of dimensionality reduction are divided into two categories.

• Feature-based extraction methods: These methods map a multi-dimensional
space into a smaller one. In fact, they form less attributes through the combina-
tion of existing attribute values, so that the so-called attributes hold all (or most)
of the information included in the original attributes. These methods in turn are
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divided into two categories: linear and non-linear methods. Linear methods are
simpler and easier to understand and seek to find a sub-public space. The non-
linear methods, which are more complex and more difficult to analyze, seek to
find a subliminal subspace.

• Methods based on feature selection: These methods try to reduce the di-
mension of the data by selecting a subset of the primary features. Sometimes,
data analytic techniques such as classification, work better on the reduced space.
One of the main solutions to the problem of reducing the dimension is to use
feature selection. During the attribute selection process, a subset of the primary
attributes is selected by removing the irrelevant and redundant attributes. The
entire search space investigates to find the most appropriate feature subset.

In this paper, the initial dimension of a dataset is reduced using a graph-based
feature selection method. Figure 2 shows the general flowchart of the proposed method.
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Figure 2: The flowchart of the proposed method.

To apply the graph-based method, the solution space of feature selection must be
demonstrated by a weighted graph. To this end, in the first step, the initial features are
shown with the Graph=<G,E,wij>, where G= {G1,G2, . . . ,Gn} is a set of original features
in which each feature shows a node in the graph, E=

{
(Gi ,Gj ) : Gi ,Gj ∈ G

}
denotes the

set of edges of the graph, and wij indicates the similarity between two features Gi
and Gj that are linked by the edge (Gi ,Gj ). This study employs the Pearson similarity
criteria [15] to compute the similarity value of different features. The Pearson similarity
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between two features Gi and Gj is shown by

Wij =

∣∣∣∣∣∣∣∣∣
∑
p (xi − xi )

(
xj − xj

)√∑
p (xi − xi )

2 ∑
p

(
xj − xj

)2
∣∣∣∣∣∣∣∣∣ , (1)

where xi and xj signify the feature vectors Gi and Gj , respectively. Variables xi and xj
indicate the averages of vectors xi and xj over p samples. Greater similarity between
the two features makes the Pearson criterion between the two features closer to 1, and
reciprocally, the dissimilarity of the two features makes the Pearson criterion of the two
features closer to 0.

Once the Pearson correlation coefficient is calculated, a normalization technique
called SoftMax scaling [27] can be utilized to normalize these similarity values into the
range from 0 to 1:

ŵij =
1

1+ exp(−wij−wσ )
. (2)

Here, wij is the similarity value between features Gi and Gj , w and σ are the average and
variance of all of the Pearson correlations, respectively, and ŵij denotes the normalized
correlation between features Gi and Gj .

In the second stage of the proposed feature selection, the weighted features are
grouped in several clusters. The main purpose of feature clustering is to divide the
primary features into a number of different clusters based on their similarity. Therefore,
the features in each cluster are more similar to each other, and the features in different
clusters are less similar to each other. In most feature clustering methods, the number
of clusters must be determined before performing the clustering algorithm [21]. In
other words, in most of these methods, the parameter k, which specifies the number
of clusters, must be specified by the user. In general, it is difficult to determine the
number of clusters for the initial characteristics of the work, and the number of optimal
clusters can be determined only by trial and error.

For this reason, in this paper, a community detection algorithm called Louvain [3]
is used for feature clustering. The present algorithm could detect the available commu-
nities existing in the graph through the maximization of a modularity function. This
method is uncomplicated, effective, and easy-to-implement; one that could be utilized
for the identification of communities in large networks. The complexity of computation
for the algorithm is O (n logn), where n is the number of nodes in the graph. Therefore,
it has the potential to be utilized in the detection of communities in extra-large net-
works in a short computing timespan. To maximize the specific network modularity,
in the first step, each of the nodes is allocated to a selected community. In the second
step, a new network is being made simply through the merging of previously detected
communities. Then, until an imperative enhancement in the network modularity is
achieved, the so-called process iterates. The present method has two main advantages.
The first advantage is its intuitive and easy-to-implement stages, while the second is
that it is exceedingly fast.

In the third stage, the appropriate features of each cluster are selected. The aim
of this stage of the proposed method is to search for the optimal feature subset using
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the concept of term variance (TV). In other words, in this step, an attempt is made to
select each cluster of a number of features that are well able to represent all the features
of that cluster. Clustering features and selecting the most effective features from each
cluster ensure that the selected features provide a good representation of all the primary
features. To select the most important features from each cluster, the TV criterion is
utilized. This is a widely used criterion having low computational complexity and high
efficiency. The TV criterion indicates the power of the attributes. Therefore, attributes
having high scores provide valuable information. The TV criterion is defined by

TV (i) =
1
|G|

|G|∑
j=1

(
Attr (j, i)−Attr (i)

)2
, (3)

where Attr(j, i) indicates attribute j of sample i in the dataset, and |G| denotes the
number of all features in the dataset.

After the feature selection step, it is time for the final classification step. At this
stage, the learning algorithm is used to deal with the problem of multi-label classifi-
cation. The Q-learning algorithm is an extended version of the iterative value algo-
rithm that is also used for uncertain problems. The Q-learning is a type of non-model
reinforcement learning techniques that is based on dynamic random planning. In Q-
learning, instead of defining a mapping from states to their values, a mapping is defined
from the state/action pair to values   called Q-values. Moreover, instead of defining a
mapping from states to their values, a mapping is defined from the state/operation pair
to the Q-values.

In this paper, we use Q-learning in multi-label classification problems by making
changes to the algorithm structure. In the proposed algorithm, the search space is
divided into several parts. Additionally, three new features are defined in the proposed
algorithm.

In this paper, for the first time, using a combination of the TV feature selection
algorithm and Q-learning, as a novel method, is proposed for feature selection. In
the proposed method, unlike the existing methods, the final features in the problem
of multi-label classification are optimally selected. The next steps will be decided by
the agent, following ∆t steps into the future. The weight for this step is calculated as
γ∆t , where γ is the discount factor whose value lies between 0 and 1 (0 ≤ γ ≤ 1), and
demonstrates the valuing reward impacts which are received earlier and are more than
the ones received later (reflecting a “good start” value). Additionally, γ might also be
construed as the success (or survive) probability at each step ∆t.

After selecting an appropriate subset of features, these features are used as the in-
puts of the classification model. It is worth mentioning that accurate feature selection
and the use of an efficient prediction model to analyze the data lead to a better clas-
sification. A variety of machine learning algorithms, discussed in the previous section,
have been proposed for classification. Machine learning classification algorithms such
as support vector machine, artificial neural networks, deep learning, fuzzy systems, and
ensemble learning models are used for multi-label classification.

The appropriate choice of a classifier is a vital step in classification. In the proposed
method, a hybrid prediction model combining six different classifiers is used to take
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advantage of all these classifiers. The hybrid model is an efficient prediction model that
improves the total classification accuracy. In other words, the main idea of this paper
is to use multiple classifiers in data classification. Consequently, the proposed hybrid
model is very reliable when working with multi-label datasets.

In the proposed method, a combination of Q-learning, Support Vector Machine
(SVM), Naïve Bayes (NB), Random Forest (RF), Decision Tree (DT) and K-Nearest
Neighbors (KNN) classifiers is used in the classification process. Each of the classifiers
makes its own prediction independently, and finally, based on the majority prediction,
the final prediction is made. Given that each of the classifiers contributes to the final
prediction, and according to the predicted emotional state by the majority, the final
human state is recognized. This method is called Majority-Voting Classification (MVC).
The pseudo-code of the proposed method is as follows.
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4 Experimental Results

To evaluate the performance of the proposed classification model on the multi-label
classification problem, the proposed method was applied to various multi-label datasets.
Furthermore, the obtained results were compared with those of the state-of-the-art
works based on different metrics. The experiments were conducted in two parts.

MATLAB programming language was used to implement the feature selection
method and other methods, and the results were derived based on these implementa-
tions. Also, all the tests were performed on a system with a 2.3 GHz Corei3 processor
and 2 GB of internal memory (RAM).

In experiments on the proposed method, the dataset was randomly divided into
training data and test data. For this purpose, 70% of the dataset was considered as
the training data, and the remaining 30% as the test data. Also, in all the experiments,
after identifying the train and test sets, each classification method was performed ten
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times, and an average of the ten different executions was used to compare different
methods.

4.1 The First Part of Experiments

In the first part, the algorithms were evaluated on the Emotions, Scene, Yeast and
Genbase datasets according to the Sensitivity (%), Specificity (%), and Classification
(%) metrics [32].

Another criterion used in this set of experiments was average execution time. In
fact, we used this criterion to examine the complexity of the proposed method and the
competitor methods. It is clear that less execution time indicates lower complexity and
higher efficiency.

In Tables 1-4, the proposed method, which uses the graph-based feature selection
method and Q-Learning, is compared with Multi-Label Classification with weighted
classifier [30]. In these tables, Sensitivity, Specificity, and Classification rates are used
to investigate the performance of the proposed method and the base methods existing
in the literature.
Table 1: Comparison of the proposed method with multi-label classification with weighted
classifier on the Emotions dataset

Multi-label classification with The proposed method
weighted classifier

Best Worst Average Best Worst Average
Sensitivity (%) 84.71 81.48 83.721 86.08 81.92 85.19
Specificity (%) 86.79 83.92 85.99 87.12 83.38 86.73

Classification (%) 85.51 81.31 84.42 86.39 82.54 85.62

Table 2: Comparison of the proposed method with multi-label classification with weighted
classifier on the Scene dataset

Multi-label classification with The proposed method
weighted classifier

Best Worst Average Best Worst Average
Sensitivity (%) 82.62 81.54 83.71 86.89 80.38 85.54
Specificity (%) 87.78 83.29 84.28 87.99 85.82 84.71

Classification (%) 86.12 82.31 84.09 87.08 83.64 84.52

According to the results of Tables 1-4, the proposed method outperformed competi-
tor algorithms and obtained better results.

Moreover, Figure 4 shows the average accuracy of the proposed method on different
datasets. As shown in the figure, the proposed method has a higher average accuracy
compared to the base methods existing in the literature.

Also, Table 5 allows us to compare the average execution time of the proposed
method with that of multi-label classification with weighted classifier.
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Table 3: Comparison of the proposed method with multi-label classification with weighted
classifier on the Yeast dataset

Multi-label classification with The proposed method
weighted classifier

Best Worst Average Best Worst Average
Sensitivity (%) 84.61 81.41 83.22 86.28 82.91 84.12
Specificity (%) 86.89 82.04 84.21 87.46 83.87 84.23

Classification (%) 85.09 80.28 83.08 86.39 84.48 85.62

Table 4: Comparison of the proposed method with multi-label classification with weighted
classifier on the Genbase dataset

Multi-label classification with The proposed method
weighted classifier

Best Worst Average Best Worst Average
Sensitivity (%) 84.72 80.42 83.71 86.87 81.91 85.98
Specificity (%) 85.38 82.35 84.72 88.59 84.87 86.71

Classification (%) 84.51 80.87 82.32 86.02 82.43 84.43
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The results of this experiment show that the proposed method has less execution time.

4.2 The Second Part of Experiments

In this subsection, the proposed multi-label classification is compared with the BR,
MDDM, LIFT, LLSF, and MLSF methods in terms of Exact-Match, Hamming-Score,
Macro-F1, and Micro-F1 metrics. The results of the competitor algorithms are adopted
from the original paper which is reported by the authors, namely, [25]. It is worth
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Table 5: Comparison of the expectation time for the proposed method and multi-label classi-
fication with weighted classifier

Multi-label
Execution Time classification with The proposed method

weighted classifier
1 119 89
2 118 82
3 112 80
4 115 85
5 118 91
6 125 79
7 113 83
8 108 84
9 118 92

10 121 81
Average 114.7 84.6

mentioning that all the details of the methods and datasets can be found in [25]. Tables
6-9 present the comparison results.

Table 6: Results obtained by the algorithms regarding the Exact-Math metric

Dataset Methods
BR MDDM LIFT LLSF MLSF Proposed

Emotions 0.285 0.263 0.184 0.285 0.315 0.3305
Scene 0.533 0.529 0.637 0.531 0.637 0.7006
Yeast 0.148 0.137 0.154 0.148 0.212 0.2187

Genbase 0.982 0.980 0.953 0.982 0.982 0.9474
Medical 0.665 0.609 0.574 0.662 0.689 0.7013
Enron 0.111 0.121 0.116 0.111 0.122 0.1301

Mediamill 0.066 0.068 0.069 0.066 0.070 0.0715
Bibtex 0.143 0.143 0.139 0.144 0.143 0.1474

Corel16k1 0.006 0.000 0.000 0.006 0.008 0.0104
Corel16k2 0.004 0.001 0.000 0.004 0.007 0.0091

According to Tables 6-9, the proposed multi-label classification model obtained
better results compared to the competitor algorithms regarding the Exact-Match,
Hamming-Score, Macro-F1, and Micro-F1 metrics.

A more detailed examination of the tables demonstrates that in the Genbase dataset,
some competitor algorithms obtained better results compared to the proposed algo-
rithm. Additionally, in the Enron and Mediamill datasets, the LIFT and MDDM
methods obtained better values for the Hamming-Score and Micro-F1 metrics, respec-
tively.
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Table 7: Results obtained by the algorithms regarding the Hamming-Score metric

Dataset Methods
BR MDDM LIFT LLSF MLSF Proposed

Emotions 0.805 0.788 0.755 0.805 0.793 0. 8136
Scene 0.895 0.899 0.919 0.895 0.891 0.9356
Yeast 0.801 0.798 0.804 0.801 0.789 0.8195

Genbase 0.999 0.999 0.998 0.999 0.999 0.9964
Medical 0.990 0.988 0.987 0.990 0.990 0.9931
Enron 0.940 0.953 0.955 0.940 0.940 0.9504

Mediamill 0.968 0.969 0.969 0.968 0.968 0.9706
Bibtex 0.984 0.988 0.988 0.984 0.984 0.9901

Corel16k1 0.980 0.981 0.981 0.980 0.980 0.9901
Corel16k2 0.981 0.983 0.983 0.981 0.981 0.9900

Table 8: Results obtained by the algorithms regarding the Hamming-Score metric

Dataset Methods
BR MDDM LIFT LLSF MLSF Proposed

Emotions 0.633 0.583 0.496 0.633 0.657 0.6438
Scene 0.694 0.684 0.759 0.693 0.699 0.8080
Yeast 0.322 0.318 0.319 0.322 0.346 0.3869

Genbase 0.761 0.754 0.704 0.769 0.769 0.6080
Medical 0.366 0.323 0.240 0.370 0.387 0.4094
Enron 0.222 0.201 0.136 0.222 0.221 0.2455

Mediamill 0.028 0.035 0.035 0.028 0.029 0.0364
Bibtex 0.328 0.159 0.145 0.329 0.328 0.3331

Corel16k1 0.047 0.008 0.003 0.045 0.047 0.0548
Corel16k2 0.051 0.012 0.004 0.049 0.051 0.0534

Table 9: Results obtained by the algorithms regarding the Hamming-Score metric

Dataset Methods
BR MDDM LIFT LLSF MLSF Proposed

Emotions 0.661 0.627 0.557 0.661 0.665 0.6749
Scene 0.688 0.682 0.755 0.686 0.692 0.8009
Yeast 0.631 0.627 0.632 0.631 0.639 0.6726

Genbase 0.993 0.992 0.980 0.993 0.993 0.9664
Medical 0.810 0.780 0.679 0.804 0.815 0.8331
Enron 0.515 0.579 0.570 0.515 0.515 0.5987

Mediamill 0.510 0.528 0.519 0.510 0.491 0.5179
Bibtex 0.422 0.364 0.338 0.423 0.423 0.4481

Corel16k1 0.072 0.007 0.005 0.069 0.070 0.0759
Corel16k2 0.079 0.016 0.012 0.079 0.076 0.0840
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5 Conclusion

Data mining refers to the study and analysis of large amounts of data in order to
discover hidden and meaningful patterns and rules within them. Any dataset can be
thought of as a valuable source of information, and the important point here is that the
valuable information is hidden among a large amount of data, and we need to analyze
the data to access that information. Classification is a form of data analysis that can
be used to create a model to describe the data or to conceive directional mirror data. In
multi-label classification, each data is associated with a subset of labels. This is called a
set of related labels for that data. The aim of a multi-label learner is to create a function
that maps each multi-label data to a set of related labels. Today, multi-label classifiers
provide an important learning pattern among data mining learning algorithms. In this
paper, a combination of graph-based feature selection and Q-learning, a new method
was proposed to improve classification accuracy. The proposed algorithm was applied
to ten well-known datasets, and the results were compared with those of the widely-
used, state-of-the-art methods. The obtained results demonstrated that the proposed
method had higher accuracy compared to the previous methods, and also had less
computational complexity.
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