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1 Introduction

The study of metric fixed point theory has been researched extensively in the past
decades, since fixed point theory plays a major role in mathematics and applied sci-
ences, such as optimization, mathematical models, and economic theories. In 1922, a
Polish mathematician, Banach, proved a famous result called Banach contraction prin-
ciple in the context of fixed point theory [3]. Later, most of the authors intensively
introduced many works regarding the fixed point theory in various spaces that have
been widely used in different engineering applications including computational elec-
tromagnetism, problems of functional analysis e.g., iterative solutions of sets of linear
equations, Fredholm and Volterra integral equations, ordinary differential equations.
See [5, 6].

Fixed point theorems are developed for single-valued or set-valued mappings of met-
ric spaces, topological vector spaces, posets and lattices, Banach lattices, etc. Among
the themes of fixed point theory, the topic of approximation of fixed points of map-
pings is particularly important because it is useful for proving the existence of fixed
points of mappings. It can be applied to prove the solvability of optimization problems,
differential equations, variational inequalities, and equilibrium problems.

It is well-known that the probabilistic version of the classical Banach contraction
principle was proved in 1972 by Sehgal and Bharucha-Reid [23]. In 2010, a probabilis-
tic version of the Banach fixed point principle for general nonlinear contractions was
established by Jacek Jachymski [11]. Also, the fixed point theorems in probabilistic
metric spaces for other contraction mappings were investigated by many authors. See
[9, 10, 22].

The concept of a Menger probabilistic metric space was first defined by Menger [15].
The idea of Menger was to use a distribution function instead of a nonnegative number
for the value of a metric. M. De la Sen and E. Karapınar [7] discussed the properties
of convergence of distances of p-cyclic contractions on the union of the p subsets of
an abstract set X defining probabilistic metric spaces and Menger probabilistic metric
spaces as well as the characterization of Cauchy sequences which converge to the best
proximity points. The existence and uniqueness of fixed points and best proximity
points of p-cyclic contractions, defined in induced complete Menger probabilistic metric
spaces, are also discussed in the case that the associate complete metric space is a
uniformly convex Banach space. Finally, the fixed points of the p-composite mappings
restricted to each of the p subsets in the cyclic framework disposal are investigated.
Also, in recent times, many fixed point theorems have been presented in the setting of a
probabilistic metric space (X,F,△) in which F is a distance distribution function. Most
of the results were inspired by their corresponding results on metric spaces. One of the
most attractive, effective ways to introduce contractivity conditions in the probabilistic
framework is based on considering some terms like in the following expression (see
[16, 26]).

1
Fx,y(t)

− 1, where x,y ∈ X and t > 0.

In this paper, we consider more general contractivity conditions replacing the func-
tion t→ 1

t − 1 by an appropriate function h to establish the existence of a fixed point
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and its uniqueness for a self mapping and a common fixed point, or a coincidence point
of two self-mappings in Menger probabilistic metric spaces. Also, we establish the ex-
istence of a coupled coincidence point and a common coupled fixed point for two self
mappings a satisfying generalized (ϕ,ψ)-contractive condition in Menger probabilistic
metric spaces. Our results generalize Theorem 2.1 and Theorem 2.2 of [4] and the some
corollaries of [2, 7, 8, 24].

Before proving our main results, we recall some basic definitions and facts which
will be used later in this paper.

2 Notations and Preliminaries

Definition 1. [10] A function f : (−∞,∞)→ [0,1] is called a distribution function, if
it is nondecreasing and left continuous with infx∈R f (x) = 0. If in addition f (0) = 0,
then f is called a distance distribution function. Furthermore, a distance distribution
function f satisfying limt→∞ f (t) = 1 is called a Menger distance distribution function.

The set of all Menger distance distribution functions is denoted by Λ+.

Definition 2. [10] A triangular norm (abbreviated as a T -norm) is a binary operation
△ on [0,1], which satisfies the following conditions.

a. △ is associative and commutative.

b. △ is continuous.

c. △(a,1) = a for all a ∈ [0,1].

d. △(a,b) ≤ △(c,d) whenever a ≤ c and b ≤ d, for each a,b,c,d ∈ [0,1].

Among the important examples of a T -norm we mention the following two T -norms:

△p(a,b) = ab and △m(a,b) = min{a,b},

where the T -norm △m is the strongest T -norm, that is, △ ≤ △m for every T -norm △.

Definition 3. [9] A triangular norm △ is said to be of H-type (Hadžić type) if a family
of functions {△n(t)}+∞n=1 is equicontinuous at t = 1, that is,

∀ε ∈ (0,1),∃δ ∈ (0,1) : t > 1− δ⇒△n(t) > 1− ε (n ≥ 1),

where △n : [0,1]→ [0,1] is defined as follows:

△1(t) = △(t, t), △n(t) = △(t,△n−1(t)), n = 2,3, ... .

Obviously, △n(t) ≤ t for any n ∈N and t ∈ [0,1].

Definition 4. [22] A Menger probabilistic metric space (abbreviated as a Menger PM
space) is a triple (X,F,△) where X is a nonempty set, △ is a continuous T -norm and F
is a mapping from X ×X into Λ+ such that, if Fp,q denotes the value of F at the pair
(p,q), the following conditions hold.
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• (PM1) Fp,q(t) = 1 for all t > 0 if and only if p = q (p,q ∈ X).

• (PM2) Fp,q(t) = Fq,p(t) for all t > 0 and p,q ∈ X.

• (PM3) Fp,r (s + t) ≥ △(Fp,q(s),Fq,r (t)) for all p,q, r ∈ X and every s > 0, t > 0.

Definition 5. [22] A sequence {xn} in a Menger PM space X is said to converge to a
point x in X (written as xn → x), if for every ϵ > 0 and λ ∈ (0,1), there is an integer
N (ϵ,λ) > 0 such that Fxn,x(ϵ) > 1 − λ for all n ≥ N (ϵ,λ). The sequence is said to be a
Cauchy sequence if for each ϵ > 0 and λ ∈ (0,1), there is an integer N (ϵ,λ) > 0 such
that Fxn,xm(ϵ) > 1−λ, for all n,m ≥ N (ϵ,λ). A Menger PM space (X,F,△) is said to be
complete if every Cauchy sequence in X converges to a point of X. Also, the sequence
is said to be a G-Cauchy sequence if for each ϵ > 0 and λ ∈ (0,1), there is an integer
N (ϵ,λ) > 0 such that Fxn+p ,xn(ϵ) > 1 − λ, for all n ≥ N (ϵ,λ) and p ∈N. A Menger PM
space (X,F,△) is said to be G-complete if every G-Cauchy sequence in X converges to
a point of X.

It is easy to see that, for ã = (x,y), b̃ = (u,v) ∈ X2 = X ×X, the function F̃ from X2

into Λ+, is a distribution function:

F̃ã,b̃(t) = min{Fx,u(t),Fy,v(t)} f or all t > 0.

Lemma 1. [12] If (X,F,△) is a complete Menger PM space, then (X2, F̃,△) is also a
complete Menger PM space.

Definition 6. [1]

i. Let f and g be two maps from X into Y . We say f and g have a coincidence
point, if there exists a point x in X such that f x = gx.

ii. Let f and g be two self maps on X. We say x ∈ X is a common fixed point of f
and g, if f x = gx = x.

iii. An element (x,y) ∈ X ×X is called a coupled point of a mapping T : X ×X → X,
if T (x,y) = x and T (y,x) = y.

iv. An element (x,y) ∈ X ×X is called a coupled coincidence point of mappings T :
X ×X→ X and g : X→ X if T (x,y) = gx and T (y,x) = gy

v. An element (x,y) ∈ X × X is called a common coupled fixed point of mappings
T : X ×X→ X and g : X→ X if T (x,y) = gx = x and T (y,x) = gy = y.

Definition 7. [8] Let f and g be two self maps of a Menger PM space (X,F,△). Then
f and g are said to be Menger compatible if limn→∞Ff gxn,gf xn(t) = 1 for all t > 0,
whenever {xn} is a sequence such that limn→∞ f xn = limn→∞ gxn = x ∈ X .

In 1982, Sessa [25] introduced the notion of weak commutativity condition for a
pair of single-valued maps. Later, Jungek [13] generalized the concept of weak commu-
tativity by introducing the notion of compatibility of maps. Pant [18] introduced point
wise R-weakly commutativity of maps for noncompatible maps.
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Two self mappings f and g of a metric space (X,d) are called R-weakly commuting
of type-(Ag ) [20], if there exists some positive real number R such that d(f f x,gf x )
≤ Rd(f x,gx) for all x ∈ X. Similarly, two self mappings f and g of a metric space
(X,d) are called R-weakly commuting of type-(Af ) [20], if there exists some positive
real number R such that d(f gx,ggx ) ≤ Rd(f x,gx) for all x ∈ X.

In 2007, Kohali and Vashistha [14] introduced the notion of R-weakly commuting
mappings in probabilistic metric spaces as follows.

Definition 8. Two self mappings f and g of a Menger PM space (X,F,△) are called
R-weakly commuting of type-(MAg ), if there exists some real number R ≥ 0 such that
Ff f x,gf x (t) ≥ Ff x,gx ( tR ) for all t > 0 and x ∈ X.

In 1998, Pant [19] introduced the concept of reciprocal continuity for a pair of
single-valued maps. In what follows, we have the same definition, but in a Menger PM
space X.

Definition 9. Two self mappings f and g of a Menger PM space X are called recip-
rocally continuous, if limn→∞ gf xn = gx and limn→∞ f gxn = f x, whenever {xn} is a
sequence in X such that limn→∞ f xn = limn→∞ gxn = x for some x ∈ X.

Note that two reciprocally continuous mappings need not be continuous even at
their common fixed point (see e.g., [19]).

Pant et al. [20] generalized reciprocal continuity by introducing the notion of weak
reciprocal continuity for a pair of single-valued maps as follows, but in a metric space
(X,d).

Definition 10. [8] Two self-mappings f and g of a Menger PM space X are called weak
reciprocally continuous, if limn→∞ gf xn = gx or limn→∞ f gxn = f x, whenever {xn} is a
sequence in X such that limn→∞ f xn = limn→∞ gxn = x for some x ∈ X.

It seems important to note that reciprocal continuity implies weak reciprocal con-
tinuity, but the converse is not true (see Example 7 [8]).

Definition 11. Let Φ be the family of all functions ϕ : [0,∞)→ [0,∞) satisfying:

1. ϕ(t) = 0 if and only if t = 0;

2. lim
t→∞

ϕ(t) =∞;

3. ϕ is continuous at t = 0.

Definition 12. Let Ψ be the class of all functions ψ : [0,∞)→ [0,∞) satisfying:

1. ψ is nondecreasing;

2. ψ(0) = 0;

3. if {an} ⊂ [0,∞) is a sequence such that {an} → 0, then {ψn(an)} → 0 (where ψn
denotes the nth-iterate of ψ).



Fixed Point Results under (ϕ,ψ)-Contractive Conditions .../ COAM, 7 (1), Winter-Spring 202236

We recall that ψ is continuous at t = 0 for functions in Ψ (Proposition 7 of [21]).
The following family of auxiliary functions was introduced in [21].

Definition 13. Let H be the family of all functions h : (0,1]→ [0,∞) satisfying:

• (H1) if {an} ⊂ (0,1], then {an} → 1 if and only if {h(an)} → 0;

• (H2) if {an} ⊂ (0,1], then {an} → 0 if and only if {h(an)} →∞.

The previous conditions are guaranteed when h : (0,1]→ [0,∞) is a strictly decreas-
ing bijection between (0,1] and [0,∞) such that h and h−1 are continuous (in a broad
sense, it is sufficient to assume the continuity of h and h−1 on the extremes of the
respective domains). For instance, this is the case for the function h(t) = 1/t −1 for all
t ∈ (0,1]. However, the functions in H need not be continuous, or monotone.

Proposition 1. [21] If h ∈ H, then h(1) = 0. Furthermore, h(t) = 0 if and only if t = 1.

3 The Main Results

In this section we extend the fixed point theorems in several ways: the metric space is
more general, the contractivity condition is better and the involved auxiliary functions
form a wider class.

Theorem 1. Let (X,F,△) be a Menger PM space with a T -norm △ of H-type, T ,S be
two self-maps of X such that for some c ∈ (0,1),ϕ ∈Φ,ψ ∈Ψ, and h ∈ H satisfying

h(FT x,T y(ϕ(ct))) ≤ ψ(h(MS (x,y))), (1)

for any x,y ∈ X and all t > 0 and

MS (x,y) =max{FSx,Sy (ϕ(t)),
△(FSx,T x(ϕ(t)),FSy,T y(ϕ(t)))

1 +FT x,T y(ϕ(t))
}, (2)

with T (X) ⊆ S(X), then T and S have a coincidence point in X if either

a. X is G-complete and S is surjective; or,

b. X is G-complete and S is continuous and T and S are Menger compatible; or,

c. S(X) is G-complete; or,

d. T (X) is G-complete.

Furthermore, if h ∈ H is decreasing, the coincidence point is unique, i.e., Sp = Sq
whenever Sp = T p and Sq = T q (p,q ∈ X).
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Proof. Let x0 ∈ X. Set T x0 = y1. Since T (X) ⊆ S(X), choose x1 such that y1 = Sx1 =
T x0. In general, choose xn+1 such that yn+1 = Sxn+1 = T xn.

From (1), we obtain

h(Fyn,yn+1(ϕ(ct))) = h(FT xn−1,T xn(ϕ(ct))) ≤ ψ(h(MS (xn−1,xn))),

for all n ∈N and all t > 0 and by (2)

MS (xn−1,xn) =max{FSxn−1,Sxn(ϕ(t)),
△(FSxn−1,T xn−1(ϕ(t)),FSxn,T xn(ϕ(t)))

1 +FT xn−1,T xn(ϕ(t))
}

=max{Fyn−1,yn(ϕ(t)),
△(Fyn−1,yn(ϕ(t)),Fyn,yn+1(ϕ(t)))

1 +Fyn,yn+1(ϕ(t))
}

= Fyn−1,yn(ϕ(t)).

So, we obtain
h(Fyn,yn+1(ϕ(ct))) ≤ ψ(h(Fyn−1,yn(ϕ(t)))), (3)

for all n ∈N and all t > 0. We claim that lim
n→∞

Fyn,yn+1(s) = 1 for all s > 0.
To prove it, let s > 0 be arbitrary. As lim

r→∞
crs = 0 and ϕ is continuous at t = 0,

lim
r→∞

ϕ(crs) = ϕ(0) = 0; since s > 0, there exists r ∈N such that

ϕ(crs) ≤ s.

Let n ∈N be such that n > r. Applying the condition (3), it follows that

h(Fyn,yn+1(ϕ(c
rs))) ≤ ψ(h(Fyn−1,yn(ϕ(c

r−1s)))). (4)

Repeating this argument, we find that

h(Fyn−1,yn(ϕ(c
r−1s))) ≤ ψ(h(Fyn−2,yn−1(ϕ(c

r−2s)))).

Since ψ is nondecreasing,

ψ(h(Fyn−1,yn(ϕ(c
r−1s)))) ≤ ψ2(h(Fyn−2,yn−1(ϕ(c

r−2s)))). (5)

Combining inequalities (4) and (5), we deduce that

h(Fyn,yn+1(ϕ(c
rs))) ≤ ψ(h(Fyn−1,yn(ϕ(c

r−1s))))

≤ ψ2(h(Fyn−2,yn−1(ϕ(c
r−2s)))).

By repeating this argument n times, we have

h(Fyn,yn+1(ϕ(c
rs))) ≤ ψn(h(Fy0,y1(ϕ(c

r−ns))))

≤ ψn(h(Fy0,y1(ϕ(
s
cn−r

)))),
(6)

for all n > r. As a consequence,



Fixed Point Results under (ϕ,ψ)-Contractive Conditions .../ COAM, 7 (1), Winter-Spring 202238

lim
n→∞

s
cn−r

=∞⇒ lim
n→∞

ϕ(
s
cn−r

) =∞

⇒ lim
n→∞

Fy0,y1(ϕ(
s
cn−r

)) = 1

⇒ lim
n→∞

h(Fy0,y1(ϕ(
s
cn−r

))) = 0.

As {an = h(Fy0,y1(ϕ(
s
cn−r )))} → 0, we have {ψn(an)} → 0. Since h ∈ H, by (6), we

deduce that
lim
n→∞

h(Fyn,yn+1(ϕ(c
rs))) = 0.

In particular, as h ∈ H, condition (H1) implies that

lim
n→∞

Fyn,yn+1(ϕ(c
rs)) = 1.

Taking ϕ(crs) < s into account, we observe that

Fyn,yn+1(ϕ(c
rs)) ≤ Fyn,yn+1(s) ≤ 1.

Therefore,
lim
n→∞

Fyn,yn+1(s) = 1,

which means that {yn} is a G-Cauchy sequence in X by Lemma 15 of [21].
Case(a) : Let X be G-complete and S be surjective. Then, by the completeness of

X, {yn} converges to a point p in X. So, limn→∞Sxn+1 = limn→∞T xn = p. Hence, there
exists a point z in X such that p = Sz.

Now, we will prove that T z = Sz. From (1), we have

h(FT xn,T z(ϕ(ct))) ≤ ψ(h(MS (xn, z))),

for all n ∈N and all t > 0 and by (2)

MS (xn, z) =max{FSxn,Sz(ϕ(t)),
△(FSz,T z(ϕ(t)),FSxn,T xn(ϕ(t)))

1 +FT xn,T z(ϕ(t))
}.

Letting n→∞ and from lim
n→∞

T xn = lim
n→∞

Sxn+1 = Sz, we get

lim
n→∞

MS (xn, z) = 1⇒ lim
n→∞

h(MS (xn, z)) = 0

⇒ lim
n→∞

ψ(h(MS (xn, z))) = 0.

Therefore, lim
n→∞

h(FT xn,T z(ϕ(ct))) = 0, and so, lim
n→∞

FT xn,T z(ϕ(ct)) = 1 for all t > 0, so
we conclude that T z = Sz. Hence, z is the coincidence point of T and S.

Case(b) : Since X is G-complete, {yn} converges to a point p in X. Suppose S
is continuous and S and T are Menger compatible. Since limn→∞ yn = p, we have
limn→∞Syn = Sp. Note that since limn→∞Sxn = limn→∞T xn = p and S and T are
Menger compatible, limn→∞FST xn,T Sxn(t) = 1.
From (1), we have

h(FT p,T Sxn(φ(ct)) ≤ ψ(h(MS (p,Sxn)),
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for all t > 0 and

MS (p,Sxn) =max{FSp,SSxn(ϕ(t)),
△(FSp,T p(ϕ(t)),FSxn,T xn(ϕ(t)))

1 +FT p,T Sxn(ϕ(t))
}.

Taking limit as n→∞, by limn→∞SSxn = Syn = Sp, we get

lim
n→∞

MS (p,Sxn) = 1,

and hence,
lim
n→∞

FT p,T Sxn(t) = 1,

so, by (PM3) we have,

FT p,Sp(t) ≥ △(FT p,T Sxn(
t
2
),△(FT Sxn,ST xn(

t
4
),FST xn,Sp(

t
4
))),

taking limit as n→∞, implies that Sp = T p.
Case(c) : In this case since {Sxn} is a sequence in S(X) and S(X) is G-complete,

limn→∞ yn = Sxn = p for some p ∈ S(X). Let p = Sz for some z ∈ S−1p and then the
proof is complete by case (a).

Case(d) : In this case, p ∈ T (X) ⊆ S(X) and the proof is complete by case (a).
Uniqueness : Let q be another coincidence point of S and T , then by (1),

h(FT p,T q(ϕ(ct))) ≤ ψ(h(MS (p,q))), (7)

for all t > 0 and

MS (p,q) =max{FSp,Sq(ϕ(t)),
△(FSp,T p(ϕ(t)),FSq,T q(ϕ(t))

1 +FT p,T q(ϕ(t))
}

=max{FT p,T q(ϕ(t)),
1

1+FT p,T q(ϕ(t))
},

(8)

and so, since h is decreasing, from (7) and (8), we get

h(FT p,T q(ϕ(ct))) ≤ ψ(h(FT p,T q(ϕ(t)))),

for all t > 0. Also, we can write

h(FT p,T q(ϕ(t))) ≤ ψ(h(FT p,T q(ϕ(
t
c
)))).

Since ψ is nondecreasing, by repeating this argument, we deduce that

h(FT p,T q(ϕ(t))) ≤ ψ(h(FT p,T q(ϕ(
t
c
))))

≤ ψ2(h(FT p,T q(ϕ(
t

c2
))))

...

≤ ψn(h(FT p,T q(ϕ(
t
cn

)))),

(9)
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for all t > 0. On the other hand, from the hypotheses, we have

lim
n→∞

t
cn

=∞⇒ lim
n→∞

ϕ(
t
cn

) =∞

⇒ lim
n→∞

FT p,T q(ϕ(
t
cn

)) = 1

⇒ lim
n→∞

h(FT p,T q(ϕ(
t
cn

))) = 0

⇒ lim
n→∞

ψ(h(FT p,T q(ϕ(
t
cn

)))) = 0,

for all t > 0. So, from (9),
lim
n→∞

h(FT p,T q(ϕ(t))) = 0,

and hence,
lim
n→∞

FT p,T q(ϕ(t)) = 1,

for all t > 0, and therefore, it is easy to conclude that lim
n→∞

FT p,T q(t) = 1, for all t > 0,
which means that T p = T q and Sp = Sq by virtue of (PM1).

Corollary 1. Let (X,F,△) be a G-complete Menger PM space with a T -norm △ of H-
type, and T be a self-mapping of X satisfying (1) for some c ∈ (0,1),ϕ ∈ Φ,ψ ∈Ψ, and
h ∈ H with S = I , the identity map on X. Then T has a fixed point and is continuous
at this fixed point.

Proof. The existence of the fixed point comes from Theorem 1 by setting S = I . To
prove the continuity, let {yn} ⊂ X with limn→∞ yn = p, where p is the fixed point of T .

Using (1), we have

h(FT p,T yn(φ(ct)) ≤ ψ(h(M(p,yn))),

for all t > 0 and

M(p,yn) =max{Fp,yn(ϕ(t)),
△(Fp,T p(ϕ(t)),Fyn,T yn(ϕ(t))

1 +FT p,T yn(ϕ(t))
},

by taking limit as n→∞, we get limn→∞M(p,yn) = 1, and so, we obtain

lim
n→∞

T yn = p = T p.

Example 1. Let X = [0,∞). Define F : X ×X→Λ+ by

Fx,y(t) =

ϵmax{x,y}(t), if x , y,
1, if x = y,

for all x,y ∈ X and for all t > 0, such that
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ϵa(t) =

0, if 0 ≤ t ≤ a,
1, if a < t ≤∞.

It is easy to see that (X,F,△p) is a G-complete Menger PM space (see Example 12,
[21]). Let T : X→ X be the self-mapping defined by T x = x

2 for all x ∈ X.
Now, consider self-mappings ϕ and ψ on [0,∞) defined by ψ(t) = ϕ(t) = t, for all

t ∈ [0,∞), and let h : (0,1]→ [0,∞) be an arbitrary strictly decreasing bijection between
(0,1] and [0,∞) such that h and h−1 are continuous (for instance, h(t) = 1/t − 1 for all
t ∈ (0,1], but any other function satisfying these properties yields the same result). In
this context, the contractivity conditions (1) and (2) are equivalent to

h(FT x,T y(ϕ(ct))) ≤ ψ(h(M(x,y)))

⇔ h(FT x,T y(ct)) ≤ h(M(x,y))

⇔ FT x,T y(ct) ≥M(x,y) ≥ Fx,y(t),

for all x,y ∈ X, t > 0 and for some c ∈ (0,1). Let x , y and by setting c = 1
2 , we get

FT x,T y(ct) = F x
2 ,
y
2
(
t
2
)

= ϵmax{ x2 ,
y
2 }
(
t
2
)

=

0, if 0 ≤ t
2 ≤max{

x
2 ,
y
2 }

1, if max{ x2 ,
y
2 } <

t
2

=

0, if 0 ≤ t ≤max{x,y}
1, if max{x,y} < t

= Fx,y(t).

It is clear that if x = y, then the contractivity condition is satisfied. Also, all
the assumptions considered in Theorem 1 or Corollary 1 are satisfied and hence, it
guarantees that T has a unique fixed point (which is x = 0) and it is continuous at the
fixed point.

Definition 14. [8] Let (X,F,△) be a Menger PM space and T : X ×X→ X and g : X→
X. Then T and g are Menger compatible if

lim
n→∞

FgT (xn,yn),T (gxn,gyn)(t) = 1,

for all t > 0 and
lim
n→∞

FgT (yn,xn),T (gyn,gxn)(t) = 1,

for all t > 0, whenever {xn} and {yn} are sequences in X such that

lim
n→∞

T (xn, yn) = lim
n→∞

gxn = x,

and
lim
n→∞

T (yn,xn) = lim
n→∞

gyn = y,

for all x,y ∈ X.
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Corollary 2. Let (X,F,△) be a Menger PM space with a T -norm △ of H-type, G :
X ×X→ X and f : X→ X be two mappings such that for some c ∈ (0,1),ϕ ∈ Φ,ψ ∈Ψ,
and h ∈ H

h(FG(x,y),G(u,v)(ϕ(ct))) ≤ ψ(h(M∗f ((x,y), (u,v)))), (10)

for all (x,y), (u,v) ∈ X ×X and all t > 0 and

M∗f ((x,y), (u,v)) =max{min{Ff x,f u (ϕ(t)),Ff y,f v (ϕ(t))},
△(min{Ff x,G(x,y)(ϕ(t)),Ff y,G(y,x)(ϕ(t))},min{Ff u,G(u,v)(ϕ(t)),Ff v,G(v,u)(ϕ(t))})

1 +min{FG(x,y),G(u,v)(ϕ(t)),FG(y,x),G(v,u)(ϕ(t))}
},

(11)

with G(X ×X) ⊆ f (X). Then G and f have a coupled coincidence point if either one
of the conditions (a) or (b) or (c) in Theorem 1 holds, or G(X × X) is G-complete.
Furthermore, if h ∈ H is decreasing, the coupled coincidence value is unique.

Proof. Let X̃ = X × X. It follows from Lemma 1 that (X̃, F̃,△) is also a Menger PM
space, where

F̃ã,b̃(t) := min{Fx,u(t),Fy,v(t)},

for ã = (x,y), b̃ = (u,v) ∈ X̃.
The self-mappings T and S : X̃→ X̃ are defined as follows

T ã = (G(x,y),G(y,x)) f or all ã = (x,y) ∈ X̃,

and
Sã = (f x, f y ) f or all ã = (x,y) ∈ X̃.

Then a coupled coincidence point of G and f is a coincidence point of T and S in
X ×X and vice versa. On the other hand, for all t > 0 and ã = (x,y), b̃ = (u,v) ∈ X̃, from
(11), we have

M∗f ((x,y), (u,v)) =max{F̃Sã,Sb̃(ϕ(t)),
△(F̃Sã,T ã(ϕ(t)), F̃Sb̃,T b̃(ϕ(t)))

1 + F̃T ã,T b̃(ϕ(t))
}

=MS (ã, b̃),

so, by (10) we have
h(FG(x,y),G(u,v)(ϕ(ct))) ≤ ψ(h(MS (ã, b̃))).

Similarly,
h(FG(y,x),G(v,u)(ϕ(ct))) ≤ ψ(h(MS (ã, b̃))).

Thus
h(F̃T ã,T b̃(ϕ(ct))) ≤ ψ(h(MS (ã, b̃))).

If X is G-complete, it follows from Lemma 1 that (X̃, F̃,△) is also a G-complete
Menger PM space. Also, it is easy to see that all the conditions of Theorem 1 hold for
two self mappings T and S on X ×X. Thus, following Theorem 1, we see that G and
f have a coupled coincidence point, that is, there exist p,q ∈ X such that G(p,q) = f p
and G(q,p) = f q.
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Following similar arguments as in the proof of Corollary 1 and Corollary 2, we
deduce the next result. We omit the details of the proof.

Corollary 3. Let (X,F,△) be a G-complete Menger PM space with a T -norm △ of
H-type, G : X ×X → X be a mapping such that for some c ∈ (0,1),ϕ ∈ Φ,ψ ∈ Ψ, and
h ∈ H,

h(FG(x,y),G(u,v)(ϕ(ct))) ≤ ψ(h(M∗((x,y), (u,v)))),

for all (x,y), (u,v) ∈ X ×X and all t > 0 and

M∗((x,y), (u,v)) =max{min{Fx,u(ϕ(t)),Fy,v(ϕ(t))},
△(min{Fx,G(x,y)(ϕ(t)),Fy,G(y,x)(ϕ(t))},min{Fu,G(u,v)(ϕ(t)),Fv,G(v,u)(ϕ(t))})

1 +min{FG(x,y),G(u,v)(ϕ(t)),FG(y,x),G(v,u)(ϕ(t))}
.

Then G has a coupled point and it is continuous at this coupled point.

Theorem 2. Let (X,F,△) be a G-complete Menger PM space with a T -norm △ of
H-type, T and S be two weakly reciprocally continuous self maps of X satisfying (1)
and (2) for some c ∈ (0,1),ϕ ∈ Φ,ψ ∈ Ψ, and h ∈ H, with T (X) ⊆ S(X), then T and S
have a coincidence point in X (if h is decreasing, T and S have a common fixed point
in X), if either

a. T and S are Menger compatible; or,

b. T and S are R-weakly commuting of type-(MAS ); or,

c. T and S are R-weakly commuting of type-(MAT ).

Proof. Following a similar argument as in the proof of Theorem 1, we deduce that {Sxn}
and {T xn} are G-Cauchy sequences in X and the G-completeness of the space implies
limn→∞Sxn+1 = limn→∞T xn = p for some p ∈ X. Since S and T are weakly reciprocally
continuous, either limn→∞ST xn = Sp or limn→∞T Sxn = T p.

We prove the result in three cases.
Case(a) : Let limn→∞ST xn = Sp. Now using the Menger compatibility of S and T ,

we get limn→∞FST xn,T Sxn(t) = 1 for all t > 0. For t > 0, we have 1 ≥ FT Sxn,Sp(t) ≥
△(FT Sxn,ST xn(

t
2 ),FST xn,sp(

t
2 )). Letting n → ∞, we get limn→∞T Sxn = Sp and so

limn→∞T Sxn+1 = limn→∞T T xn = Sp.
Now using (1),

h(FT p,T T xn(ϕ(ct))) ≤ ψ(h(MS (p,T xn))),

for all t > 0 and

MS (p,T xn) =max{FSp,ST xn(ϕ(t)),
△(FSp,T p(ϕ(t)),FST xn,T T xn(ϕ(t)))

1 +FT p,T T xn(ϕ(t))
}.

On letting n→∞, we get limn→∞MS (p,T xn) = 1, and so, similar to the previous
argument, we obtain

lim
n→∞

FT p,T T xn(t) = 1,
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for all t > 0, hence, limn→∞T T xn = T p. This implies that Sp = T p. So p is the
coincidence point of T and S.

Now, let h be decreasing. Since limn→∞T T xn = limn→∞ST xn = Sp, by the same ar-
gument, the Menger compatibility of S and T implies commutativity at the coincidence
point, hence ST p = T Sp = SSp = T T p.

Again, using (1)
h(FT p,T T p(ϕ(ct))) ≤ ψ(h(MS (p,T p))),

for all t > 0 and

MS (p,T p) =max{FSp,ST p(ϕ(t)),
△(FSp,T p(ϕ(t)),FST p,T T p(ϕ(t)))

1 +FT p,T T p(ϕ(t))
},

since, h is decreasing and ψ is nondecreasing, we have

h(FT p,T T p(ϕ(ct))) ≤ ψ(h(FT p,T T p(ϕ(t)))),

so, by the same argument as in the proof of Theorem 1, we get T p = T T p. Hence,
T p = T T p = ST p, i.e., T p is the common fixed point of S and T .

Next, suppose that limn→∞T Sxn = T p. Since T (X) ⊆ S(X), T p = Sz for some z ∈ X
and limn→∞T Sxn = Sz. The Menger compatibility of S and T implies limn→∞ST xn→
Sz. Since T Sxn+1 = T T xn and T Sxn+1→ Sz, it follows that T T xn→ Sz.

Now using (1),
h(FT z,T T xn(ϕ(ct))) ≤ ψ(h(MS (z,T xn))),

for all t > 0 and

MS (z,T xn) =max{FSz,ST xn(ϕ(t)),
△(FSz,T z(ϕ(t)),FST xn,T T xn(ϕ(t)))

1 +FT z,T T xn(ϕ(t))
}.

On letting n→∞, we get limn→∞MS (z,T xn) = 1, and so, similar to the previous
argument, we obtain

lim
n→∞

FT z,T T xn(t) = 1,

for all t > 0, hence, limn→∞T T xn = T z. This implies that Sz = T z. So z is the
coincidence point of T and S.
(Now, let h be decreasing. By the same argument, the Menger compatibility of S and
T implies commutativity at the coincidence point, hence ST z = T Sz = T T z= SSz. So,
using a similar argument as the one above we obtain T z = T TZ = ST z. That is, T z is
the common fixed point of S and T .)

Case(b) : Now suppose that S and T are R-weakly commuting of type-(MAS ).
Since S and T are weakly reciprocally continuous, either limn→∞ST xn = Sp or
limn→∞T Sxn = T p.

Let limn→∞ST xn = Sp. The R-weak commutativity of type-(MAS ) of S and T gives
FST xn,T T xn(t) ≥ FSxn,T xn(

t
R ) for all t > 0. Letting n→∞, we get T T xn = Sp.

Now using (1), we get

h(FT p,T T xn(ϕ(ct))) ≤ ψ(h(MS (p,T xn))),
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for all t > 0 and

MS (p,T xn) =max{FSp,ST xn(ϕ(t)),
△(FSp,T p(ϕ(t)),FST xn,T T xn(ϕ(t)))

1 +FT p,T T xn(ϕ(t))
}.

On letting n→∞, we get limn→∞MS (p,T xn) = 1, and so, similar to the previous
argument, we obtain

lim
n→∞

FT p,T T xn(t) = 1,

for all t > 0, hence, limn→∞T T xn = T p. This implies that Sp = T p. So, p is the
coincidence point of T and S.

(Now, let h be decreasing. Again by the R-weak commutativity of type-(MAS ),
FT T p,ST p(t) ≥ FSp,T p( tR ). This gives T T p = ST p = T Sp = SSp.

Using (1), we get

h(FT p,T T p(ϕ(ct))) ≤ ψ(h(MS (p,T p))),

for all t > 0 and

MS (p,T p) =max{FSp,ST p(ϕ(t)),
△(FSp,T p(ϕ(t)),FST p,T T p(ϕ(t)))

1 +FT p,T T p(ϕ(t))
},

since, h is decreasing and ψ is nondecreasing, we have

h(FT p,T T p(ϕ(ct))) ≤ ψ(h(FT p,T T p(ϕ(t)))),

so, by the same argument as in the proof of Theorem (1), we get T p = T T p. Hence,
T p = T T p = ST p, i.e., T p is the common fixed point of S and T .)

Now, suppose that limn→∞T Sxn = T p. Since T (X) ⊆ S(X), T p = Sz for some
z ∈ X and limn→∞T Sxn = Sz. Since T Sxn+1 = T T xn and T Sxn+1 → Sz, it follows
that T T xn → Sz. Then the R-weak commutativity of type-(MAS ) of S and T gives
FST xn,T T xn(t) ≥ FSxn,T xn(

t
R ) for all t > 0. On letting n→∞, we get ST xn→ Sz.

Now using (1),
h(FT z,T T xn(ϕ(ct))) ≤ ψ(h(MS (z,T xn))),

for all t > 0 and

MS (z,T xn) =max{FSz,ST xn(ϕ(t)),
△(FSz,T z(ϕ(t)),FST xn,T T xn(ϕ(t)))

1 +FT z,T T xn(ϕ(t))
}.

On letting n→∞, we get limn→∞MS (z,T xn) = 1, and so, similar to the previous
argument, we obtain

lim
n→∞

FT z,T T xn(t) = 1,

for all t > 0, hence, limn→∞T T xn = T z. This implies that Sz = T z. So z is the
coincidence point of T and S.

(Now, let h be decreasing. By the same argument, the R-weak commutativity
of type-(MAS ) of S and T implies that FST z,T T z(t) ≥ FSz,T z( tR ) for all t > 0. This
means ST z = T Sz = T T z = SSz. So, by the same aforementioned argument, we obtain
T z = T T z= ST z, i.e., T z is the common fixed point of S and T .)
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Case(c) : Let S and T be the R-weak commuting of type-(MAT ). Since S and T are
weakly reciprocally continuous, hence either limn→∞ST xn = Sp or limn→∞T Sxn = T p.

Let limn→∞ST xn = Sp. Then the R-weak commutativity of type-(MAT ) of S and
T gives FT Sxn,ST xn−1(t) = FT Sxn,SSxn(t) ≥ RFT xn,Sxn(t) for all t > 0. Letting n→∞, we get
T Sxn→ Sp. Similar to the previous argument in case (a) or (b), we obtain

lim
n→∞

FT p,T T xn(t) = 1,

for all t > 0, hence, limn→∞T T xn = T p. This implies that Sp = T p. So p is the
coincidence point of T and S.

(Now, if h is decreasing, again by the R-weak commutativity of type-(MAT ),
FT Sp,SSp(t) ≥ FT p,Sp( tR ), which gives T T p = ST p = T Sp = SSp. So, by the same ar-
gument as in case (a) or (b), it is easy to see that T p = T T p = ST p, i.e., T p is the
common fixed point of S and T .)

Now, suppose that limn→∞T Sxn = T p. Since T (X) ⊆ S(X), T p = Sz for some
z ∈ X and limn→∞T Sxn = Sz. Since T Sxn+1 = T T xn and T Sxn+1 → Sz, it follows
that T T xn → Sz. Then the R-weak commutativity of type-(MAT ) of S and T gives
FT Sxn,SSxn(t) ≥ FT xn,Sxn(

t
R ) for all t > 0. On letting n→∞, we get SSxn→ Sz, and so,

similar to the previous argument, we obtain

lim
n→∞

FT z,T T xn(t) = 1,

for all t > 0, hence, limn→∞T T xn = T z. This implies that Sz = T z. So z is the
coincidence point of T and S.

(Now, let h be decreasing. The R-weak commutativity of type-(MAT ) of S and T
implies that FT Sz,SSz(t) ≥ FT z,Sz( tR ) for all t > 0. This means ST z = T Sz = T T z = SSz.
So, by the same argument as the one above we obtain T z = T T z = ST z, i.e., T z is the
common fixed point of S and T .)

Here, we first recall the concept of weakly commuting for two mappings T : X×X→
X and g : X→ X on a Menger PM space X.

Definition 15. [8] Let (X,F,△) be a Menger PM space and T : X ×X→ X and g : X→
X. Then T and g are called R-weakly commuting of type-(MAg ), if there exists some
real number R ≥ 0 such that

FT (T (x,y),T (y,x)),gT (x,y)(t) ≥ FT (x,y),gx(
t
R
),

and
FT (T (y,x),T (x,y)),gT (y,x)(t) ≥ FT (y,x),gy(

t
R
),

for all t > 0 and (x,y) ∈ X ×X.

Definition 16. [8] Let (X,F,△) be a Menger PM space and T : X ×X→ X and g : X→
X. Then T and g are called R-weakly commuting of type-(MAT ), if there exists some
real number R ≥ 0 such that

FT (gx,gy),ggx(t) ≥ FT (x,y),gx(
t
R
),



47Farokhzad Rostami, R./ COAM, 7 (1), Winter-Spring 2022

and
FT (gy,gx),ggy (t) ≥ FT (y,x),gy(

t
R
),

for all t > 0 and (x,y) ∈ X ×X.

Reciprocal continuity and weakly reciprocal continuity are generalized for a pair of
single-valued maps in the Menger PM space as follows.

Definition 17. [8] Let (X,F,△) be a Menger PM space and T : X × X → X and g :
X → X. Then T and f are called reciprocally continuous, if limn→∞ f T (xn, yn) =
f x, limn→∞ f T (yn,xn) = f y and limn→∞T (f xn, f yn) = T (x,y), whenever {(xn, yn)} is a
sequence in X×X such that limn→∞T (xn, yn) = limn→∞ f xn = x and limn→∞T (yn,xn) =
limn→∞ f yn = y for some (x,y) ∈ X ×X.

Definition 18. [8] Let (X,F,△) be a Menger PM space and T : X ×X→ X and g : X→
X. Then T and f are called weakly reciprocally continuous, if limn→∞ f T (xn, yn) = f x
and limn→∞ f T (yn,xn) = f y or limn→∞T (f xn, f yn) = T (x,y), whenever {(xn, yn)} is a
sequence in X×X such that limn→∞T (xn, yn) = limn→∞ f xn = x and limn→∞T (yn,xn) =
limn→∞ f yn = y for some (x,y) ∈ X ×X.

Theorem 3. Let (X,F,△) be a G-complete Menger PM space with a T -norm △ of
H-type, G : X ×X→ X and f : X→ X be two weakly reciprocally continuous mappings
satisfying (10) and (11) for some c ∈ (0,1),ϕ ∈ Φ,ψ ∈ Ψ, and h ∈ H, with G(X ×X) ⊆
f (X), then G and f have a coupled coincidence point in X (if h is decreasing, G and f
have a common coupled fixed point in X) if either

a. G and f are Menger compatible; or,

b. G and f are R-weakly commuting of type-(MAf ); or,

c. G and f are R-weakly commuting of type-(MAG).

Proof. It follows from the proof of Corollary 2, that T ,S : X̃→ X̃ are two self mappings
on X̃ = X ×X such that a coupled coincidence point (a common coupled fixed point)
of G and f is a coincidence point (common fixed point) of T and S in X ×X and vice
versa.

On the other hand, following an argument similar to the one used in the proof of
Corollary 2, we have

h(F̃T ã,T b̃(ϕ(ct))) ≤ ψ(h(MS (ã, b̃))),

for all t > 0 and ã = (x,y), b̃ = (u,v) ∈ X̃.
It is easy to see that T and S are weakly reciprocally continuous self-mappings of X̃

(and Menger compatible), if G and f are weakly reciprocally continuous (and Menger
compatible).

Also, if G and f are the R-weak commuting of type-(MAf ) (or type-(MAG)), we
can prove that T and S are R-weakly commuting of type-(MAS ) (or type-(MAT )).

Thus, from Theorem 2, we see that G and f have a coupled coincidence point
(common coupled fixed point). That is, G(p,q) = f p(= p) and G(q,p) = f q(= q) for
some (p,q) ∈ X ×X.
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Example 2. Let X = {2n : n ∈ N}
⋃
{0} and define the mapping F : X × X → Λ+ by

Fx,y(0) = 0 for all x,y ∈ X, Fx,x(t) = 1 for all x ∈ X and t > 0,

Fx,y(t) =

3
5 , if 0 < t ≤ |x − y|,
1, if t > |x − y|,

for all x,y ∈ X with x , y. It is easy to see that (X,F,△m) is a complete Menger PM
space.
Let G : X ×X→ X and f : X→ X be two mappings defined by

G(x,y) = 0,

for all x,y ∈ X with xy = 0,
G(2, y) = 0,

for all y ∈ X,
G(x,y) = x,

for all x,y ∈ X with x , y and x , 2 and

f (0) = 0, f (2n) = 2n+1,

for each n ∈ N. It is easy to see that G(X ×X) = f (X) = {2n+1 : n ∈ N}
⋃
{0} and so

f (X) is complete. We also see that G and f are weakly reciprocally continuous and
compatible.

Now, consider the self-mappings ϕ and ψ on [0,∞) defined by ψ(t) = ϕ(t) = t for all
t ∈ [0,∞), and let h : (0,1]→ [0,∞) be an arbitrary strictly decreasing bijection between
(0,1] and [0,∞) such that h and h−1 are continuous. In this context, the contractivity
conditions (10) and (11) are equivalent to

h(FG(x,y),G(u,v)(ϕ(ct))) ≤ ψ(h(M∗f ((x,y), (u,v))))

⇔ h(FG(x,y),G(u,v)(ct)) ≤ h(M∗f ((x,y), (u,v)))

⇔ FG(x,y),G(u,v)(ct) ≥M∗f ((x,y), (u,v))

⇔ FG(x,y),G(u,v)(ct) ≥min{Ff x,f u (t),Ff y,f v (t)}. (12)

If c = 1
2 , for all x,y,u,v ∈ X, if xy = 0 and uv = 0, then G and f satisfy (8). For all

x,y,u,v ∈ X with xy , 0 or uv , 0 and t > 0, if 1
2 > |G(x,y)−G(u,v)|, then we have

FG(x,y),G(u,v)(
t
2
) = 1 ≥min{Ff x,f u (t),Ff y,f v (t)}.

Next, assume that 1
2 ≤ |G(x,y)−G(u,v)|. We show the condition (8) by the following

cases:

I. xy = 0,u = 2n, v = 2m. For all t > 0, t
2 < |G(x,y) − G(u,v)| = 2n implies that

t < 2n+1 = f (u) and so

FG(x,y),G(u,v)(
t
2
) =

3
5
=min{Ff x,f u (t),Ff y,f v (t)}.
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II. xy , 0 and uv , 0. Let x = 2k , y = 2l ,u = 2n and v = 2m for every k, l,n,m ∈N. For
all t > 0, t

2 < |G(x,y)−G(u,v)| = |2
k−2n| implies that t < |2k+1−2n+1| = |f (x)−f (u)|

and so
FG(x,y),G(u,v)(

t
2
) =

3
5
=min{Ff x,f u (t),Ff y,f v (t)}.

By the cases above, (10) holds for all x,y,u,v ∈ X and all t > 0. Therefore, by
Theorem (3), G and f have a common coupled fixed point in X. That is, there exist
x∗, y∗ ∈ X such that G(x∗, y∗) = f (x∗) = x∗ and G(y∗,x∗) = f (y∗) = y∗. In fact, x∗ = y∗ = 0.

4 Conclusions

In this paper, we established the existence of a fixed point and its uniqueness for a
self mapping under more general contractivity conditions replacing the function t →
1
t − 1 by an appropriate function h in a Menger probabilistic metric space. Also, we
investigated the existence of a common fixed point and a coincidence point for mappings
satisfying generalized (ϕ,ψ)-weak contraction condition in the same space. Moreover,
our results of (ϕ,ψ)-contractions in complete Menger probabilistic metric spaces were
used in differential, integral, and functional equations for optimization problems [17]
and generalized some corollaries of [4, 7, 8].
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[10] Hadzić O., Ovcin Z. (1994). “Fixed point theorems in fuzzy metric and probabilistic metric
spaces”, Zbornik Radova Prirodno-Matematičkog Fakulteta. Serija za fiziku, Ser. Mat., 24,
197-209.

[11] Jachymski J. (2010). “On probabilistic φ-contractions on Menger spaces”, Nonlinear Anal-
ysis, 73, 2199-2203.

[12] Jun Wu (2011). “Some fixed-point theorems for mixed monotone operators in partially
ordered probabilistic metric spaces”, Fixed Point Theory and Applications, 49.

[13] Jungck G. (1986). “Compatible mappings and common fixed point”, International Journal
of Mathematics and Mathematical Sciences, 9, 771-779.

[14] Kohli J. K., Vashistha S. (2007). “Common fixed point theorems in probabilistic metric
spaces”, Acta Mathematica Hungarica, 115(2), 37-47.

[15] Menger K. (1942). “Statistical metrics”, Proceedings of the National Academy of Sciences
of USA, 28, 535-537.

[16] Mihet D. (2008). “Fuzzy ψ-contractive mappings in non-Archimedean fuzzy metric spaces”,
Fuzzy Sets and Systems, 159(6), 739-744.

[17] Nashine H. K., Abbas A., Frigon M., Vetro C. (2015). “Recent developments on fixed point
theory in function spaces and applications to control and optimization problems”, Journal
of Function Spaces, 2015, 1-3.

[18] Pant R. P. (1994). “Common fixed points of non-commuting mappings”, Journal of Math-
ematical Analysis and Applications, 188, 436-440.

[19] Pant R. P. (1998). “Common fixed points for contractive maps”, Journal of Mathematical
Analysis and Applications, 1226, 251-258.

[20] Pathak H. K., Cho Y. J., Kang S. M. (1997). “Remark on R-weak commuting mappings
and common fixed point theorems”, Bulletin of the Korean Mathematical Society, 34,
247-257.

[21] Roldán A., de la Sn M. (2015). “Some fixed point theorems in Menger probabilistic metric-
like spaces”, Fixed Point Theory and Applications, 2015, 16 pages.

[22] Schweizer B., Sklar A. (1983). “Probabilistic metric spaces”, North-Holland, New York.

[23] Sehgal V. M., Bharucha-Reid A. T. (1972). “Fixed points of contraction mappings on
PM-spaces”, Mathematical Systems Theory, 6, 97-102.

[24] Seshagiri Rao N., Kalyani K., Mitiku B. (2020). “Fixed point theorems for nonlinear
contractive mappings in ordered b-metric space with auxiliary function”, BMC Research
Notes, 13(451), 1-8.

[25] Sessa S. (1982). “On a weak commutativity condition of mappings in fixed point consider-
ation”, Publications de l’Institut Mathématique, 32, 129-153.

[26] Shukla S., Abbas M. (2014). “Fixed point results in fuzzy metric-like spaces”, Iranian
Journal of Fuzzy Systems, 11(5), 81-92.



51Farokhzad Rostami, R./ COAM, 7 (1), Winter-Spring 2022

How to Cite this Article:
Farokhzad Rostami, R. (2022). “Fixed point results under (ϕ,ψ)-contractive conditions
and their application in optimization problems”. Control and Optimization in Applied
Mathematics, 7(1): 31-51. doi: 10.30473/COAM.2022.61322.1182

COPYRIGHTS
© 2022 by the authors. Lisensee PNU, Tehran, Iran. This article
is an open access article distributed under the terms and conditions
of the Creative Commons Attribution 4.0 International (CC BY4.0)
(http:/creativecommons.org/licenses/by/4.0)


	Applying Robust Adaptive Lyapunov-Based Control for Hexa-Rotorto.44em.
	Mohammad Reza Zarrabi 
	Finding the Most Efficient DMU in DEA: A Model-Free Procedureto.44em.
	Zahra Noori, Hamed Zhiani Rezai, Alireza Davoodi, Sohrab Kordrostami 
	Fixed Point Results under (,)-Contractive Conditions and their Application in Optimization Problemsto.44em.
	Razieh Farokhzad Rostami 
	A Hybrid Heuristic Algorithm to Provide a Multi-Objective Fuzzy Supply Chain Model with a Passive Defense Approachto.44em.
	Hamidreza Ayoughi, Hossein Dehghani Poudeh, Abbas Raad, Davood Talebi 
	Linearization and Gap Function in Nonsmooth Quasiconvex Optimization Using Incident Subdifferentialto.44em.
	Hamed Soroush 
	Approximate Orthogonally Higher Ring Derivationsto.44em.
	Sayed Khalil Ekrami 

