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1 Introduction

Currently, one of the most widely used parts of applied mathematics belongs to frac-
tional calculus. In recent years, this field has become an emerging position for science
and engineering researchers with a wide range of applications. The range of applica-
tions of fractional calculus is increasing rapidly, including in pharmacokinetics [32],
hyperchaotic system [30], radar-guided missile [36], quantum mechanics [20], stochastic
programming [7], control theory [23], and image processing [1]. Numerical methods
for solving fractional optimal control problems (FOCPs), on the other hand, have re-
ceived much attention in recent years due to their ease of use and flexibility. Increasing
the accuracy of these methods improves the results in practical applications, so the
development of more accurate methods is of interest to researchers. Direct and indi-
rect methods are the two main approaches in solving optimal control problems (OCPs)
and more recently FOCPs [26]. In the current paper, we use a direct method to solve
such problems. To use the direct method, a basic polynomial is needed to discretize
FOCP. Various methods are developed with different polynomials such as Legendre
[21], Jacobi [9], Bernstein [24], Boubaker [25] and Taylor polynomials [39]. Some other
works in solving FOCPs that have been done recently and are of high accuracy are
[3, 4, 15, 31, 37, 38]. Here, we use linear B-spline functions as basic polynomials [17].
Spline and B-spline polynomials were first introduced by Schoenberg in 1946 in his
landmark paper. In this article, he states the theoretical foundations for this issue
[28, 29, 34]. Due to the desirable properties of polynomial splines, they play a sig-
nificant role in numerical analysis and approximation theory. Lakestani et al. [18]
constructed the operational matrix of fractional derivatives using B-spline functions
and solved fractional differential equations with the help of this matrix. This matrix
was then used to solve various problems, including the problem of OCP in [11].

In numerical methods, sometimes an operational matrix of derivation [10, 11], and
sometimes an operational matrix of integration [6, 12], is used. We choose the oper-
ational matrix for Riemann-Liouville integration. We represent this matrix with the
equation.

IαΦM (t) ≈ IαΦM (t),

where Iα is the Riemann-Liouville integral operator of order α, Iα is the operational
matrix of fractional integration and the elements of ΦM (t) are B-spline basis functions.
We utilize this matrix to transform FOCPs into a nonlinear programming one and then
solve it by suitable algorithms. In this paper, the operational matrix of the Riemann-
Liouville fractional integral of B-spline functions are rewritten with the help of Laplace
transforms, then using this matrix and in the form of a new numerical method, the
fractional optimal control problem is solved. The results of the new numerical method
are compared with the results of the numerical methods described in [6, 13, 15, 21, 35].

The paper is organized as follows. First of all, in Section 2, some preliminaries
of fractional calculus and some necessary definitions of linear B-spline functions are
briefly reviewed. Details on the construction of the operational matrix of fractional
integration are reported in Section 3. The structure of the fractional optimal control
problems is stated in Section 4. The new numerical method is presented in Section 5.
In Section 6, the convergence of the proposed method is considered. In Section 7, we
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apply our numerical method to solve four examples. Finally, Section 8 completes this
paper with a brief conclusion.

2 Introductory Definitions

2.1 The Caputo Fractional Derivative and the Riemann-Liouville Integral
Operator

Definition 1. The Caputo fractional-order derivative is defined by [8]

Dαx(t) =
1

Γ(n−α)

∫ t

0

x(n)(τ)
(t − τ)α+1−n

dτ, n− 1 < α ≤ n, n ∈N, (1)

where α > 0 is the order of the derivative and n is the smallest integer not less than α.

Definition 2. The Riemann-Liouville fractional integral operator of order α is defined
by [8]

Iαx(t) =


1

Γ(α)

∫ t

0

x(τ)
(t − τ)1−α

dτ =
1

Γ(α)
tq−1 ∗ x(t), α > 0,

x(t), α = 0,
(2)

where ∗ indicates the convolution product.

The relationship between the Caputo derivative and Riemann-Liouville integral is
given in the following equation [8]

Iα(Dαy(t)) = y(t)−
n−1∑
k=0

tk

k!
y(k)(0), (3)

where n− 1 < α ⩽ n and y(k)(0) are the k-th order derivative of y(t) at t = 0.

2.2 Linear B-Spline Functions

A spline function of order n complies with a piecewise polynomial function of degree
n−1. In these functions, knots are the junction of the pieces. The B-spline is short for
base spline, first introduced by Isaac Jacob Schoenberg. These basic functions are semi-
orthogonal and have unique features that distinguish them for use in approximating
functions. One of the most important features of B-spline functions is the continuity
of themselves and their derivatives. An arbitrary function can be approximated by
a linear combination of B-spline functions [14]. Linear B-spline functions (the second
order) are as follows

ϕi,k(t) =


ti − k, k ≤ ti < k +1,

2− (ti − k), k +1 ≤ ti < k +2, k = 0, . . . ,2i − 2,
0, otherwise,

(4)
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with left-hand side boundary functions

ϕi,k(t) =

2− (ti − k), 0 ≤ ti < 1, k = −1,
0, otherwise,

(5)

and with right-hand side boundary functions

ϕi,k(t) =

ti − k, k ≤ ti < k +1, k = 2i − 1,
0, otherwise.

(6)

The relation between t and ti is ti = 2it [17].

2.3 Approximation by B-Spline Functions

To approximate an arbitrary function f (t) ∈ L2[0,1] through the B-spline functions,
first let i =M and then assume [18]

f (t) ≃
2M−1∑
k=−1

akϕM,k(t) = ATΦM (t), (7)

where
ΦM = [ϕM,−1(t),ϕM,0(t), . . . ,ϕM,2M−1(t)]

T , (8)
is a (2M +1)-vector of the basis function similar to (4), (5) and (6) as follows

ϕM,−1(t) =

2− (2
M t +1), 0 ≤ t < 1

2M ,

0, otherwise,
(9)

ϕM,k(t) =


2M t − k, k

2M ≤ t < k+1
2M ,

2− (2M t − k), k+1
2M ≤ t < k+2

2M ,

0, otherwise,

k = 0, . . . ,2M − 2, (10)

ϕM,2M−1(t) =

2
M t − (2M − 1), 2M−1

2M < t ≤ 1,

0, otherwise,
(11)

and
A = [a−1, a0, . . . , a2M−1]

T , (12)
with

ak = f (tk) , tk =
k +1
2M

, k = −1, . . . ,2M − 1, (13)

where the points tk are the collocation points [16, 17].
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3 The Operational Matrix of Fractional Integration

This operational matrix was first obtained in [27] that we rewrite with some little
changes. It is easy to see that the linear B-spline functions (9)-(11) can be written by

ϕM,−1(t) =
(
1− 2M t

)(
µ0(t)−µ 1

2M
(t)

)
, (14)

ϕM,k(t) =
(
2M t − k

)(
µ k

2M
(t)−µ k+1

2M
(t)

)
(15)

+
(
2− 2M t + k

)(
µ k+1

2M
(t)−µ k+2

2M
(t)

)
, k = 0, . . . ,2M − 2, (16)

ϕM,2M−1(t) =
(
2M (t − 1) + 1

)(
µ 2M−1

2M
(t)−µ1(t)

)
, (17)

where µa(t) is the unit step function defined by

µa(t) =

1, t ≥ a,

0, t < a.

By taking the Laplace transform from Equations (14)-(17) we get

L
{
ϕM,−1(t)

}
=
1
s

(
1+

2M

s

(
e−

s
2M
−1)) , (18)

L
{
ϕM,k(t)

}
=
2M

s2

(
e−

ks
2M − 2e−

(k+1)s
2M + e−

(k+2)s
2M

)
, k = 0,1, . . . ,2M − 2, (19)

L
{
ϕM,2M−1(t)

}
=
2M

s2

(
e−

(2M−1)s
2M − e−s

)
− e−s

s
. (20)

According to Equation (2), the fractional integration of linear B-spline functions
ϕM,k(t) of order α is

IαϕM,k(t) =
1

Γ(α)

(
tα−1 ∗ϕM,k(t)

)
,

therefore, we have
L

{
IαϕM,k(t)

}
=

1
sα
L

{
ϕM,k(t)

}
. (21)

From Equations (18)-(20) and Equation (23), we get

L
{
IαϕM,k(t)

}
=

2M

sα+2



(
s
2M − 1

)
+ e−

s
2M , k = −1,

e−
ks
2M − 2e−

(k+1)s
2M + e−

(k+2)s
2M k = 0,1, . . . ,2M − 2,

e−
(2M−1)s

2M −
(

s
2M +1

)
e−s, k = 2M − 1.

(22)

Taking the inverse Laplace transform of Equation (22), we get

IαϕM,k(t) =
2M

Γ(α +2)
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

(
t − 1

2M

)α+1
µ 1

2M
(t)−

(
t − α+1

2M

)
tα , k = −1,(

t − k
2M

)α+1
µ k

2M
(t)− 2

(
t − k+1

2M

)α+1
µ k+1

2M
(t)

+
(
t − k+2

2M

)α+1
µ k+2

2M
(t), k = 0,1, . . . ,2M − 2,(

t − 2M−1
2M

)α+1
µ 2M−1

2M
(t)

−
(
t − 1+ α+1

2M

)
(t − 1)αµ1(t), k = 2M − 1.

(23)

According to Equation (7), we expand IαΦM,k(t) by the linear B-spline functions as

IαϕM,k(t) �
2M−1∑
i=−1

skiϕM,k(t) = STk ΦM (t), (24)

where
ski = IαϕM,k

( i +1
2M

)
i, k = −1, . . . ,2M − 1, (25)

Sk is a (2M + 1)-vector and ΦM is the basis vector in Equation (8). Therefore, the
operational matrix of fractional integration is obtained as follows

IαΦM (t) � IαΦM (t). (26)

Using Equations (23)-(25), it is easy to see that Iα is a (2M + 1)× (2M + 1) matrix
given by

Iα =



0 η0 η1 η2 · · · η2M−1
κ ν1 ν2 · · · ν2M−1

κ ν1 · · · ν2M−2
. . .

. . .
...

κ ν1
κ


, (27)

where κ =
1

2MαΓ(α +2)
,

ηi = κ
[
(α − i)(i +1)α + iα+1

]
, i = 0,1, . . . ,2M − 1,

and
νi = κ

[
(i − 1)α+1 − 2iα+1 + (i +1)α+1

]
, i = 1,2, . . . ,2M − 1.

4 Problem Statement

This work aims to propose a new numerical method for approximating the solution of
the following FOCP:
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Min(Max) J(x,u) =
∫ 1

0
L(x(t),u(t), t)dt, (28)

s.t : Dαx(t) = f(x(t),u(t), t), (29)
x(k)(0) = xk , k = 0,1, . . . ,⌊α⌋, (30)
gj (x(t),D

αx(t),u(t), t) ≤ 0, j = 1,2, . . . ,w, (31)

where Dα = [Dα1 ,Dα2 , . . . ,Dαl ] is the fractional derivative operator with

ni − 1 < αi ≤ ni , ni ∈N, i = 1,2, . . . , l,

and

x(t) = [x1(t),x2(t), . . . ,xl(t)]
T ,

u(t) =
[
u1(t),u2(t), . . . ,uq(t)

]T
,

f = [f1, f2, . . . , fl ] .

Also, L, fi , and gj , i = 1,2, . . . , l, j = 1,2, . . . ,w are linear or nonlinear functions. In
addition, it should be noted that the elements of Equation (29) can be written as

Dαixi(t) = fi(x(t),u(t), t), i = 1,2, . . . , l. (32)

5 The Proposed Numerical Method

In this section, we use the linear B-spline functions to solve FOCP as given in Equations
(28)-(31). We expand Dαixi(t) in Equation (32) by the linear B-spline functions as

Dαixi(t) ≃ YT
i ΦM (t). (33)

By using Equations (3), (26) and (33), we have

xi(t) ≃ YT
i Iαi

ΦM (t) +
ni−1∑
k=0

tk

k!
x
(k)
i (0), (34)

where ni − 1 < αi ⩽ ni . The expansion of the second term on the right-hand side of
Equation (34) by the linear B-spline functions yields

xi(t) ≃ YT
i Iαi

ΦM (t) +AT
i ΦM (t) =

(
YT
i Iαi

+AT
i

)
ΦM (t), (35)

and by setting XT
i = YT

i Iαi
+AT

i , we get

xi(t) = XT
i ΦM (t). (36)

For the control variables, we obtain
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uj (t) ≃UT
j ΦM (t). (37)

Let
Iα =

[
Iα1

,Iα2
, . . . ,Iαl

]
,

and

Φ̂M,l (t) = Il ⊗ΦM (t), (38)
Îα = Il ⊗Iα (39)
Φ̂M,q(t) = Iq ⊗ΦM (t), (40)

where Il and Iq are identity matrices of order l and q respectively and ⊗ is the Kronecker
product [19]. Now, by using Equations (38) and (40), we have

x(t) ≃ XT Φ̂M,l (t), (41)
Dαx(t) ≃ YT Φ̂M,l (t), (42)
u(t) ≃UT Φ̂M,q(t), (43)

where X, Y and A are vectors of order l(2M+1)×1, and U is a vector of order q(2M+1)×1,
given by

X =
[
XT
1 ,X

T
2 , . . . ,X

T
l

]T
,

Y =
[
YT
1 ,Y

T
2 , . . . ,Y

T
l

]T
,

A =
[
AT
1 ,A

T
2 , . . . ,A

T
l

]T
,

U =
[
UT
1 ,U

T
2 , . . . ,U

T
q

]T
.

Moreover, by using Equation (39), we obtain X = YÎα +A. To approximate the
objective function, we have two approaches, one related to when L(x(t),u(t), t) in (28)
is quadratic as

L(x(t),u(t), t) = ξT (t)Qξ(t) +uT (t)Ru(t)

and we have
J(x,u) =

∫ 1

0

(
ξT (t)Qξ(t) +uT (t)Ru(t)

)
dt, (44)

then by substituting Equations (41) and (43) in Equation (44) we get

J(x,u) =XT

(∫ 1

0
Φ̂M,l (t)Q[Φ̂M,l (t)]

T dt
)
X

+UT

(∫ 1

0
Φ̂M,q(t)R[Φ̂M,q(t)]

T dt
)
U. (45)

Equation (45) can be computed more efficiently by writing J as

J(x,u) =XT

(∫ 1

0
Q⊗ΦM (t)[ΦM (t)]T dt

)
X
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+UT

(∫ 1

0
R⊗ΦM (t)[ΦM (t)]T dt

)
U. (46)

Finally, J(X,U) can be rewritten as

J(X,U) = XT (Q⊗P)X+UT (R⊗P)U. (47)

Otherwise, in the case that L(x(t),u(t), t) in (28) is an arbitrary function, we calcu-
late it by a suitable Newton-Cotes numerical integration method [33] as

J(X,U) =
n∑
i=0

ωiL([Φ̂M,l (ti )]
TX, [Φ̂M,q(ti )]

TU, ti ), ti =
i
n
, i = 1,2, . . . ,n (48)

where the weight ωi is determined by

ωi =
∫ 1

0
li(t)dt,

and each li(t) is the Lagrange polynomial

li(t) =
n∏

j=0
j,i

t − τj
τi − τj

.

Finally, we approximate the dynamic system as follows.
Using Equations (41)-(43) the system constraints (29) and (31) become

YT Φ̂M,l (t) = f(XT Φ̂M,l (t),U
T Φ̂M,q(t), t), (49)

gj ([Φ̂M,l (t)]
TX, [Φ̂M,q(t)]

TU, t) ⩽ 0, j = 1,2, . . . ,w. (50)

We collocate Equations (49) and (50) at

tk =
k − 1
2M

, k = 1,2, . . . ,2M +1, (51)

as

YT Φ̂M,l (tk) = f(XT Φ̂M,l (tk),U
T Φ̂M,q(tk), tk), (52)

gj ([Φ̂M,l (tk)]
TX, [Φ̂M,q(tk)]

TU, tk) ⩽ 0, j = 1,2, . . . ,w. (53)

In this way, we were able to turn FOCP into a nonlinear programming problem
which can be stated as follows. Find X and U so that J(X,U) in Equations (47) or
(48) is minimized (or maximized) subject to Equations (52) and (53). To solve this
nonlinear programming problem, we use the NLPSolve command in Maple software,
which uses the sequential quadratic programming (SQP) method to solve NLP.
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6 Convergence of the Method

To check the convergence of the proposed numerical method, we first express the exis-
tence of the optimal solution in the form of Filippov’s existence theorem. Suppose the
usual set of augmented velocities defined by

(f ,L+) (x,U,t) := {(f (x,u, t) ,L(x,u, t) +γ)|u ∈U,γ ≥ 0} ⊂ Rn+1,

for all (x, t) ∈ Rn × [0,1]. Moreover let T ⊂ C stand for the set of all trajectories x that
can be associated with a control u such that the couple (x,u) satisfies all the constraints
of the problem FOCP has given in Equations (28)-(31).

Theorem 1. (Filippov’s existence theorem) Assume that U is compact, T is nonempty
and bounded in C, and (f ,L+)(x,U,t) is convex for all (x, t) ∈ Rn × [0,1]. Then problem
FOCP given in Equations (28)-(31) has at least one optimal solution.

Proof. Refer to [5].

Now we know that FOCP given in Equations (28)-(31) has at least one optimal
solution of the form (x∗,u∗). So, to show that the method is convergent, it is suf-
ficient ∥x − x∗∥ → 0 and ∥u − u∗∥ → 0 as M → ∞ where x and u are approximate
values obtained from the proposed numerical method and M is the parameter of
the method related to the collocation points. We consider a linear B-spline space
SM,τ = span{ϕM,−1,ϕM,0, . . . ,ϕM,2M−1} where ϕM,k , k = −1,0, . . . ,2M − 1 are B-spline
functions defined in Equations (4-6) also τ = (τj )

2M+1
j=1 where τj =

j−1
2M . Assuming that

hj = τj+1 −τj and h =maxj=1,...,2M+1hj , we have h = 1
2M . For an arbitrary function f we

consider the distance from f to S2,τ defined by

dist∞,[0,1](f ,SM,τ) = inf
g∈SM,τ

∥f − g∥∞,[0,1].

Theorem 2. Suppose that an arbitrary function f ∈ C3[0,1] is given. Then for the
linear B-spline space SM,τ

dist∞,[0,1](f ,S2,τ) ≤ Kh3∥D3f ∥∞,[0,1],

where K = 1
233! and D3f is the third derivative of the function f .

Proof. Refer to [22].

Now, according to h = 1
2M , by increasing the value of M sufficiently, we can bring

the values of the state and control variables closer to their optimal values.

7 Illustrative Examples

In this section, by solving numerical examples, we will clarify the steps of using the
proposed numerical method. We used the Maple 2015 program on a personal computer
to perform numerical calculations
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Example 1. We consider the following time-invariant FOCP from [2]

min J =
1
2

∫ 1

0
[x2(t) +u2(t)]dt, (54)

subject to the system dynamics

Dαx(t) = −x(t) +u(t), (55)

and the initial condition

x(0) = 1. (56)

The exact solution to this problem in the case α = 1 is

x̄(t) = cosh(
√
2t) + β sinh(

√
2t),

ū(t) = (1 +
√
2β)cosh(

√
2t) + (

√
2+ β)sinh(

√
2t),

where

β = −cosh(
√
2) +
√
2sinh(

√
2)

√
2cosh(

√
2) + sinh(

√
2)
≃ −0.979921727.

The optimal value of the performance index with the exact solution is J = 0.1929093.
Assume that x̃(t), ũ(t) and J̃(x,u) are the approximate values obtained from numerical
methods for the state, control, and objective functions respectively. Then the error is
given by

Ex =max
i

(|x̄(ti )− x̃(ti )|),

Eu =max
i

(|ū(ti )− ũ(ti )|),

EJ = |J̄ − J̃ |,

where ti =
i+1
2M , i = −1, . . . ,2M − 1. Figure 1 demonstrates state and control variables

obtained by our numerical method for M = 8 and different values of α. Figure 2 shows
the logarithmic graphs of MAEs (Maximum Absolute Errors) of x(t), u(t) and J for
α = 1 and different values of M. Given these figures, the convergence of the method
can be deduced. Tables 1 and 2 show the absolute errors of the approximate optimal
state x̃(t) and the absolute error of the optimal control ũ(t) respectively. Table 3 shows
the approximate value of the performance index J̃ and its error with the exact value of
J̄ .
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Figure 1: State x(t) and control u(t) functions for Example 1.

Figure 2: Logarithmic graphs of MAEs for Example 1.
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Table 1: The absolute errors of the approximate optimal states for Example 1

Method of [15] Method of [35] Method of [13] Presented method
t for N = 5 for N = 5 for M = 8 for M = 8

0.1 2.11× 10−5 6.90× 10−7 1.44× 10−6 3.52× 10−6

0.2 9.71× 10−6 3.62× 10−6 1.36× 10−6 1.86× 10−6

0.3 4.08× 10−7 1.97× 10−6 1.23× 10−6 1.40× 10−6

0.4 5.76× 10−7 2.58× 10−6 1.01× 10−6 1.74× 10−6

0.5 5.66× 10−6 4.46× 10−6 2.92× 10−7 4.89× 10−7

0.6 9.25× 10−6 1.65× 10−6 7.79× 10−7 1.08× 10−6

0.7 8.35× 10−6 2.80× 10−6 7.85× 10−7 3.67× 10−7

0.8 4.36× 10−6 3.49× 10−6 6.71× 10−7 2.44× 10−7

0.9 2.59× 10−6 1.22× 10−6 5.32× 10−7 5.24× 10−7

Table 2: The absolute errors of the approximate optimal controls for Example 1

Method of [35] Method of [15] Method of [13] Presented method
t for N = 5 for N = 5 for M = 9 for M = 9

0.1 1.90× 10−5 6.74× 10−6 1.26× 10−6 1.56× 10−6

0.2 5.01× 10−6 3.17× 10−6 4.68× 10−6 7.33× 10−7

0.3 1.46× 10−5 5.92× 10−7 4.49× 10−6 4.37× 10−7

0.4 1.47× 10−5 7.10× 10−7 1.23× 10−6 4.51× 10−7

0.5 1.25× 10−6 2.01× 10−6 7.31× 10−6 3.20× 10−7

0.6 1.07× 10−5 2.71× 10−6 1.19× 10−6 7.20× 10−8

0.7 1.27× 10−5 2.11× 10−6 3.83× 10−6 1.57× 10−7

0.8 7.62× 10−6 8.59× 10−7 3.68× 10−6 1.74× 10−7

0.9 1.74× 10−5 8.93× 10−8 1.15× 10−6 5.36× 10−8

Table 3: The approximate values and their errors with exact values of J̄ for Example 1

Method of [35] Presented method

N J̄ EJ = |J̄ − J̃ | M J̄ EJ = |J̄ − J̃ |

2 0.1926605504081 2.48× 10−4 5 0.192909340640602 4.25× 10−8

3 0.1929127052722 3.41× 10−6 6 0.192909300753628 2.66× 10−9

4 0.1929092715551 2.65× 10−8 7 0.192909298259509 1.66× 10−10

5 0.1929092982262 1.33× 10−10 8 0.192909298103643 1.04× 10−11

6 0.1929092980936 6.15× 10−13 9 0.192909298093859 6.59× 10−13

Example 2. Consider the following fractional optimal control problem that was intro-
duced in [21] and also was studied in [6]

Min J =
∫ 1

0

(x(t)− t2)2 +
u(t) + t4 − 20t

9
10

9Γ( 9
10 )

2
dt,
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subject to the dynamic constraints

D1.1x(t) = t2x(t) +u(t),

x(0) = ẋ(0) = 0.

The exact solution to this problem is given by

x̄(t) = t2,

ū(t) =
20t

9
10

9Γ( 9
10 )
− t4,

J̄ = 0.

The exact and approximate values of the state and control variables are illustrated
in Figure 3, and their errors are plotted in Figure 4. The logarithmic graphs of MAEs
of state and control variables and performance index are shown in Figure 5. In Table
4, the approximate values of the performance index J for different values of M, are
presented. Also, these values are compared with similar methods in [6, 21]. According
to Table 4, the presented method is more accurate than the existing methods.

Figure 3: The values of x(t) and u(t) obtained by M = 8 for Example 2.
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Figure 4: The values of errors of x(t) and u(t) obtained by M = 8 for Example 2.

Figure 5: Logarithmic graphs of MAEs for Example 2.
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Table 4: Approximate values of J for Example 2

Methods Parameters of J(x,u)
method

Method of [21] (m = 3,n = 4) 6.0753× 10−6
(m = 4,n = 5) 1.67255× 10−6
(m = 5,n = 6) 5.91532× 10−7
(m = 7,n = 8) 1.21966× 10−7
(m = 8,n = 9) 7.03371× 10−8

Method of [6] N = 4 4.76932× 10−6
N = 5 1.47243× 10−6
N = 6 5.37825× 10−7
N = 8 1.06099× 10−7
N = 9 5.44304× 10−8

The present M = 4 1.72145571012670767× 10−6
method M = 5 1.26295831601775329× 10−7

M = 6 1.10567794682908139× 10−8
M = 7 1.57143831079185382× 10−9
M = 8 1.26073358425454064× 10−10

Example 3. Consider the following FOCP [21]

Min J =
∫ 1

0

[
exp(t)

(
x(t)− t4 + t − 1

)2
+
(
1+ t2

)u(t) + 1− t + t4 − 8000t
21
10

77Γ
(
1
10

)
2 ]

dt,

subject to the dynamic system

D1.9x(t) = x(t) +u(t), t ∈ [0,1],

and the boundary conditions

x(0) = 1, ẋ(0) = −1.

The exact solution is given by

x̄ = 1− t + t4,

J̄ = 0.

In Figure 6, the exact and approximate values of the state variable and approximate
value of the control variable with M = 8 are illustrated. Moreover, we plotted the error
value of x(t) in Figure 7. The MAEs of state vector x(t) and performance index J are
plotted in Figure 8.

Example 4. In this example, we present a problem involving a two-dimensional state
variable and an inequality constraint



93Edrisi-Tabriz, Y./ COAM, 7 (2), Summer-Autumn 2022

Figure 6: The values of x(t) and u(t) obtained by M = 8 for Example 3.

Figure 7: The values of errors of x(t) obtained by M = 8 for Example 3.

min J =
1
2

∫ 1

0
u2(t)d t,

subject to
Dα x1(t) = x2(t),

Dα x2(t) = u(t),

x1(t) ≤ 0.1,

x1(0) = x1(1) = 0,

x2(0) = −x2(1) = 1.

The exact values of the control variable for α = 1 are



Using the Integral Operational Matrix of B-Spline .../ COAM, 7 (2), Summer-Autumn 202294

Figure 8: Logarithmic graphs of MAEs for Example 3.

Table 5: Approximate values of J for Example 3

Methods Parameters of the J(x,u)
method

The method of [21] m = n = 3 8.93768× 10−6
m = n = 4 5.42028× 10−7
m = n = 5 6.77757× 10−8
m = n = 7 2.84624× 10−9
m = n = 8 8.22283× 10−10

The present M = 4 1.80165706993258757× 10−5
method M = 5 1.12585635458861543× 10−6

M = 6 7.02177422426594986× 10−8
M = 7 4.12444733804727959× 10−9
M = 8 1.92637108047034916× 10−10

u∗(t) =


200
9 t − 20

3 , t ∈ [0,0.3],
0, t ∈ [0.3,0.7],
−2009 t + 140

9 t ∈ [0.7,1] .

Figure 9 shows the exact and approximate states and control variables obtained by
the proposed method for M = 8 and α = 1.
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Figure 9: State functions x1(t) and x2(t) and control function u(t) for Example 4.

8 Conclusion

In this paper, we presented a numerical method with an emphasis on better accuracy
than similar tasks. In this method, we used B-spline functions, and the distinguishing
feature of this work is the use of a fractional integral operational matrix in solving the
FOCPs. We managed to turn FOCP into NLP with the help of this matrix. Using
several numerical examples, we were able to show the high efficiency, and accuracy of
the proposed method. In addition, by increasing the value of M, the accuracy of the
method increases, and in cases where there is an exact solution, the approximate value
converges to the exact solution, and also the error is reduced. For future research,
more accurate approximations can be achieved by extending the basic functions for
approximation.
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