Received: April 08, 2023; Accepted: October 26, 2023.

DOI. 10.30473/c0am.2023.67540.1230
Winter-Spring (2024) Vol. 9, No. 1, (97-130)

Research Article

Control and Optimization in
Applied Mathematics - COAM

Optimizing Supply Chain Design for Sustainability and Reliability:
A Comparative Study of Augmented Epsilon and Normalized Nor-
mal Constraint Methods

Sajad Amirian , Maghsoud Amiri><", Mohammad Taghi Taghavifard

Department of Industrial Man-
agement, Faculty of Manage-
ment and Accounting, Allameh
Tabataba’i University, Tehran,
Iran.

DX Correspondence:
Maghsoud Amiri
E-mail:
amiri(@atu.ac.ir

How to Cite

Anmirian, S., Amiri, M., Taghav-
ifard, M.T. (2024). “Optimiz-
ing supply chain design for sus-
tainability and reliability: A
comparative study of augmented
epsilon and normalized nor-
mal constraint methods”, Con-
trol and Optimization in Applied
Mathematics, 9(1): 97-130.

Abstract. Integrating sustainability and reliability represents a synergistic
approach that can be explored through the problem of a closed-loop supply
chain network design (SCND). This study is conducted in three stages:
mathematical modeling, model solution using exact methods, and evaluation
of the solution methods. In the first stage, a mixed-integer linear programming
(MILP) model is developed in a multi-objective, multi-product, and multi-
period framework. The objectives of the proposed model aim to maximize
profitability, social responsibility, and reliability. In the second stage, two
methods, namely Augmented e-Constraint (AEC) and Normalized Normal
Constraint (NNC), are implemented in the GAMS software to solve the model
and identify the optimal Pareto solutions. In the third stage, the Shannon
Entropy technique is employed to determine the criteria weights, and the
VIKOR technique is utilized to select the superior solution method. The
overall performance accuracy of the proposed model is measured using four
samples from a numerical example with randomly generated data based on the
objective function coefficients. The results indicate the presence of a conflict
among the three objective functions. Consequently, decision-makers should
consider sacrificing some profitability to enhance environmental protection and
improve reliability. In terms of three criteria, run time, diversification metric,
and general distance, the NNC method is given priority over the AEC method.
Even when the criteria are given equal weight, the superiority of the NNC
method remains unchanged. The application of the proposed model across
different industries represents a significant research direction for future research.
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1 Introduction

The decision-making process of the SCND problem to meet stakeholders’ needs, and increase profitabil-
ity, flexibility, and competitive advantage requires a balanced program that considers all three dimen-
sions of sustainability [2]. One of the most essential quality goals for businesses is to avoid production
interruptions and service disruptions such as incomplete and delayed delivery of goods/services. Due to
the diversity in nature and equipment, the supply chain may experience various failures. The failure of
one component of the supply chain network may disrupt the performance of the entire supply chain or,
at best, reduce the chain’s efficiency. The complete and healthy delivery of products to customers in the
supply chain requires the failure-free operation of facilities, communication routes, and vehicles as com-
ponents of the supply chain network. However, reliability in SCND is evaluated at the level of network
facilities. Facility reliability and resilience against disruption conditions are among the recent develop-
ments that researchers have added to sustainable supply chains [26]. Therefore, it seems necessary to
consider the reliability factor in the supply chain design, especially in sustainable supply chains.

In many supply chains, sustainable and reliable designs are done to achieve a cleaner environment,
fair distribution of resources and benefits in society, and strengthen supply security by providing afford-
able products and services to customers. However, resource limitations do not allow these goals to be
achieved simultaneously, as achieving each of them requires a trade-off with the other [5]. Therefore,
a challenge arises in integrating sustainability and reliability in SCND. The traditional approach to this
challenge has been to accept trade-offs between these goals. However, integrating sustainability and
reliability as a new paradigm can implement sustainability policies and reliability strategies. Torjai et
al. [48] discuss the cooperation between these two paradigms and claim that reliability as an enabler
can enhance sustainability by influencing cost-effectiveness. Similarly, Ghobakhloo et al. [20] found
that only when both paradigms were implemented simultaneously could sustainability and reliability
reveal their full potential and generate more benefits than when they are implemented separately, cre-
ating a synergy. Therefore, with the motivation of addressing the concerns above, and given that the
combination of sustainability and reliability has become a popular paradigm in recent years, the present
study aims to consider both of these critical features in the closed-loop SCND. To achieve this goal, a
multi-objective, multi-product, and multi-period mathematical model is developed. The proposed model
seeks to maximize total profit, social responsibility, and reliability while complying with environmental
considerations using the cap and trade mechanism. Materials and products are transported using hetero-
geneous fleets with differences in capacity, fuel consumption, and CO2 emissions. To evaluate social
sustainability the study considers essential social responsibility criteria such as job opportunities created
and working days lost from occupational injuries, as well as the area’s unemployment rate to create more
employment in deprived areas. In addition, the reliability category is considered by choosing suppliers,
building potential facilities, reopening connection routes, and using vehicles. According to the reviewed
literature, this is the first time vehicle reliability has been modeled in SCND. Therefore, this type of mod-
eling is innovative compared to the former models and can help accurately evaluate the responsiveness
of the network and the level of satisfaction of supply chain customers. The proposed model is solved
using sensitivity analysis to gain some helpful management insights. By adjusting the assumptions and
parameters of the proposed model, its results can be used in industries that need to consider sustainability
and reliability approaches.

The study seeks to address the shortcomings of past studies as much as possible and provide a
model compatible with the natural conditions of the closed-loop SCND problem, while considering
sustainability and reliability. The innovations of the presented model are summarized as follows:

» Development of a mathematical model for a closed-loop SCND problem by simultaneously con-
sidering outsourcing decisions (supplier selection and order allocation), strategic decisions (deter-
mining the location, number, and capacity level of potential facilities, determining the production
technology, determining the materials used in the recycling process, determining the trucks of
transport) and tactical decisions (the amount of production of products, the flow of materials and
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products within the network, the number of products saves, the amount of shortage of inventory,
the number of products returned from customers, the number of uncollected products returned,
the amount of CO2 emitted)

+ Paying particular attention to the social dimension of sustainability by considering the most com-
mon social criteria in past studies, such as job opportunities created and the rates of occupational
injuries in the workplace in fixed (establishment of facilities) and variable (operational activities).

+ Focusing on creating equity-oriented employment, considering the possibility of establishing fa-
cilities in areas with higher unemployment rates.

* A more comprehensive assessment of supply chain reliability by considering the reliability of
nodes (including suppliers, manufacturers, distributors, collection centers, recycling centers, and
operational activities) and the reliability of arcs (including routes and trucks of transport).

* And solving the problem with two exact solution methods, including Augmented e-Constraint
(AEC) and Normalized Normal Constraint (NNC), and comparing their performance using the
VIKOR technique.

The next sections of this paper are structured as follows. Section 2 describes the background, Section 3
deals with materials and methods, Section 4 presents the results, Section 5 discusses sensitivity analysis
of mathematical models and problem-solving techniques, and Section 6 is devoted to the conclusion and
future research.

2 Literature Review

Prior to the emergence of reliable supply chains, the optimization of SCND was raised as an economic
problem solely. Dullaert and Zamparini [11] justified the more expensive logistic structure with higher
reliability through a mathematical planning model. Ghayebloo et al. [19] concluded that returned prod-
ucts from more reliable parts result in reduced recycling costs. Therefore, the cheapness and reliability
of each facility within the supply chain have been given greater attention [43]. Hamidieh et al. [24]
presented a sustainable closed-loop SCND model that minimizes total costs while maintaining network
resilience and controlling delivery speed at appropriate safety levels. Fakhrzad and Goodarzian [13]
sought to minimize the total cost and maximize the reliability of delivery demand in a green closed-loop
SCND problem. Tirkolaee et al. [47] used weighted goal programming (WGP) to solve the three-level
SCND problem, including suppliers, warehouses, and wholesalers, with the tri-objectives of minimizing
the total cost, maximizing the weighted value of products by considering the suppliers’ priorities, and
maximizing the reliability. Nosrati and Khamseh [39] developed a two-stage stochastic programming
model for the SCND problem with the objectives of maximizing reliability and minimizing cost.

Green SCND is one of the models whose purpose is to integrate economic and environmental factors
in designing supply chain networks. Fazli-Khalaf et al. [15] used a scenario-based stochastic planning
approach to control the adverse effects of disruptions in the proposed model in designing a reliable green
closed-loop supply chain with the two objectives of reducing costs and releasing harmful gases. Rah-
mani and Mahoodian [42] considered the issue of designing the supply chain network regarding CO2
emissions and the reliability factor. Li et al. [31] considered the environmental aspect of sustainability
through minimizing the emission or cost of environmental pollution. In addition, carbon emission mech-
anisms in the mathematical model of SCND include carbon cap [38], carbon tax [33], carbon cap and
trade [29], and carbon offset [9]. Kabadurmus and Erdogan [28] showed that multimodal transportation
reduces supply chain costs and carbon emissions. Yilmaz et al. [51] demonstrated that the effect of
waves (i.e., the external side of the chain) increases supply chain costs and carbon emission by 40%.
Foong and Ng [18] used the alliance reliability index to measure reliability in a palm oil SCND with
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economic and environmental objectives. Salehi and Jabarpour [44] used a fuzzy programming approach
to solve a multi-period location-routing problem to minimize cost, lost demand, and vehicles with fuzzy
routes in a forward humanitarian supply chain. The social responsibility was highlighted in Fattahi and
Govindan [14] and Govindan and Gholizadeh [22].

After 2015, sustainable and reliable supply chains emerged as a new cluster in the SCND litera-
ture and other subject areas, such as environmental resilience measures [52], resilience strategies [27],
minimizing resilience-reducing measures [25], which are closely linked to reliability, were identified.
Empirical evidence suggests that production speed leads to more defects and frequent breakdowns of
production machinery [33]. Fazli-Khalaf et al. [16], Wang et al. [50], Abir et al. [1], and Fazli-Khalaf
et al. [17] integrated sustainability and reliability in the SCND problem. Basu and Lee [7] state that
reliability practices act as a catalyst for sustainable outcomes, indicating enormous potential for inte-
gration. Akbari Kasgari et al. [4] used backup suppliers as a resilience strategy to reduce the effects
of earthquakes on mining operations. Eslamipoor and Nobari [12] state that the capacity of the supply
chain to respond to the blood needs of hospitals is a reliable means to achieve the social goal and limit
the cost.

Previous studies have often examined the potential for disruption in supply chain design and logis-
tics networks by considering facilities and transport links separately. For instance, Amirian et al. [6]
presented a model for designing a closed-loop SCND that encompasses multiple objectives, products,
and time periods. However, their proposed model was time-consuming to solve due to its nonlinearity.
Additionally, reliability was only addressed in terms of supplier selection, potential facility implemen-
tation, and travel time in their supply chain design. In contrast to these previous works, this research
simultaneously considers the reliability of facilities, the failure of network arcs, and the failure of trans-
portation trucks within the SCND problem. Thus, the model developed in this study offers a unique and
innovative approach. The primary contribution of this paper lies in the application and comparison of
two solution techniques, AEC and NNC, for modeling a sustainable and reliable SCND problem.

Table 1 highlights the gaps in the literature and provides a more detailed classification of the subject
by discussing additional features addressed in past studies.

3 Problem Description

In this section, we will discuss the materials and methods required to describe the problem at hand.

3.1 Research implementation process

Solving an optimization problem requires two basic steps: mathematical modeling and solving the
model. These steps complement each other, and optimization has not occurred without performing each
step. In addition, using different methods to solve a problem (especially multi-objective problems) of-
ten leads to different solutions. Therefore, achieving convergence in Pareto solutions and providing
diverse solutions are separate and somewhat conflicting goals for multi-objective methods. Choosing
the appropriate solution method for the current research problem involves determining the appropriate
multi-objective approaches, solving the problem model with the determined approaches, identifying the
appropriate criteria for evaluating the approaches, evaluating and comparing the approaches, and choos-
ing the best approach for solving the sustainable and reliable SCND problem. Figure 1 illustrates the
research implementation process.
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Table 1: Summary of research background.
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Ghayebloo et al. (2015) CL M M S S L D DBL N
Fazli-Khalaf et al. (2017) CL M S S S L ND DBL N
Rahmani and Mahoodian (2017) OL S M S M L ND DBL N
Fakhrzad and Goodarzian (2019) CL M M M M L ND DBL N
Lietal. (2019) OL M S S S L D DBL N
Marchi et al. (2019) OL s S S S L D DBL N
Kaur and Singh (2019) OL S M M M NL D DBL N
Abir et al. (2020) CL M S S S L ND DBL N
Mousavi-Ahranjani et al. (2020) OL S M M M L ND DBL N
Kabadurmus and Erdogan (2020) OL S M S M L D DBL N
Nosrati and Arshadi-Khamseh (2020) OL M M S M NL ND DBL C
Wang et al. (2020) OL S S M M L D DBL N
Abdolazimi et al. (2020) CL M M M S L ND DBL N
Yilmaz et al. (2021) OL S M S S L ND DBL A
Foong and Ng (2022) OL M S S S L ND DBL N
Fahimnia and Jabbarzadeh (2016) OL M M S M L ND TBL N
Zahiri et al. (2017) OL M M M M L ND TBL N
Fattahi and Govindan (2018) OL S S M M L ND TBL N
Jabbarzadeh et al. (2018) OL M S S S L ND TBL N
Zare Mehrjerdi and Lotfi (2019) CL M M M S L ND TBL N
Fazli-Khalaf et al. (2020) OL M M M M L ND TBL N
Hosseini-Motlagh et al. (2020) OL M S M S L ND TBL C
Babaee Tirkolaee et al. (2020) OL M M M S L ND TBL N
Tsao and Thanh (2020) OL M S M S L ND TBL A
Fazli-Khalaf et al. (2021) CL M S S S L ND TBL N
Lotfi et al. (2021) CL M M M S L ND TBL N
Zare Mehrjerdi and Shafiee (2021) CL M M S S L ND TBL N
Sadeghi et al. (2021) OL M M S S L ND TBL N
Govindan and Gholizadeh (2021) OL S M M S L ND TBL N
Sazvar et al. (2021) OL M S M M L ND TBL N
Akbari-Kasgari et al. (2022) CL M M S S L D TBL N
Amirian et al. (2022b) CL M M M M NL D TBL C
Salehi et al. (2022) OL S M M S L ND TBL N
Taleizadeh et al. (2022) CL M S S S L D TBL N
Goodarzian et al. (2022) OL M M M M L ND TBL N
Mohammadi and Nikzad (2022) CL M M M S L ND TBL N
This study CL M M M M L D TBL C
Table guide

Network structure (OL: Open-Loop, CL: Closed-Loop); Configuration (S: Single, M: Multiple); Problem Conditions:
Modeling (L: Integer Linear Mixed Programming, NL: Integer nonlinear Mixed Programming); Model certainty (D:
Deterministic, ND: Non-Deterministic); Sustainability level: (1D: SBL, 2D: DBL, 3D: TBL); Reliability Level: (N:
Node, A: Arc, C: Chain)

3.2 Problem definition

The current research mathematically models a reliable, cheap, closed-loop SCND problem while pri-
oritizing social responsibility and consumer satisfaction. Supply chains can make strategic decisions
regarding the location of potential facilities such as production, distribution, collection, and recycling
centers, as well as tactical decisions related to the flow rate of materials and goods in the chain, with
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Step 1.
Modeling

e Research steps  -----

Explain the objectives and
limitations of the problem

Mathematical modeling of
research problem

Leemmmees Way of doing ~ ------

To consider sustainability
dimensions and reliability

Mixed integer non-linear
programing (MINLP)

Identify appropriate
methods to solving problems

Application of multi-
objective problem solving
methods

Solve the model with each of
the introduced methods

Utilization of GAMS
software

Step 2: Solving
model

Identify evaluation criteria

Study of research literature
to compare approaches

(weighting) of criteria Using Shannon Entropy

solution

> Determining the importance

Comparing approaches and
choose the best approach

Step 3: Choose the best

Using VIKOR method

Figure 1: Field and steps of study implementation.

the aim of achieving profitability, social responsibility, and excellent reliability. To this end, a MILP
model has been developed. The presented model is suitable for most industries that have a social re-
sponsibility for collecting end-of-life products from customers, such as pharmaceuticals, dairy products,
non-rechargeable batteries, car tires, etc. The proposed supply chain network includes suppliers, manu-
facturers, distributors, and direct customers, collection centers, recycling centers, energy recovery cen-
ters, markets for recycled raw materials, and disposal centers in the reverse chain. Customers or final
consumers issue the primary demand in this structure. It assumed that there is no special relationship
between the components of a particular chain level. In other words, each component is independent of
others, and there is no exchange of goods between subsystems. The location of suppliers and customers
is fixed. Additionally, production, distribution, collection, and recycling centers can be set up in three
different capacities (such as small, medium, and large sizes), with varying fixed setup costs associated
with each capacity level. Figure 2 illustrates the investigated supply chain structure.

Figure 2: Proposed closed-loop supply chain structure.

In the direct chain, raw materials are procured from suppliers and factories use a specific combina-
tion of these materials to produce goods that are shipped to distribution centers. The distribution centers
are responsible for storing and delivering the products to end customers. In the reverse supply chain,
used products are returned from the demand centers to collection centers, where they are examined and
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separated into three categories based on their quality: high value, low value, and worthless (determined
by the time used). Valuable parts are sent to recycling centers for reuse, low-value parts are sold to en-
ergy recovery centers, and worthless parts are sent to disposal centers for safe burial. According to the
materials used in the recycling, the recycled raw materials are divided into two parts: raw materials suit-
able for production and raw materials suitable for sale in the secondary market. To move raw materials
and products between different levels of the supply chain, heterogeneous vehicles are used. To account
for the natural conditions of the problem, failure modes are defined for facilities, routes, and trucks of
transportation. The impact of these failures on the reliability of the supply chain is discussed in the
model. A reliability index is considered for each supply chain facility, which shows the probability of
correct operation without failure in a certain period. This index depends on investment amount, design
power, and degree of flexibility. Facilities with higher flexibility have higher reliability. In addition, the
reliability of distribution and collection centers depends significantly on their storage systems and sepa-
ration capabilities. The faster they respond, the more reliable they are. Production technology, product
storage technology, and materials used in recycling vary from one facility to another. The reliability
of transportation activities is measured by considering the probability of failure for the communication
routes and the vehicles used based on the distance traveled between the facilities.

Table 2: Definition of sets, parameters, and variables.

Category] Symbol| Description
Sets
S Set of suppliers s € S
P Set of potential production centers p € P
K Set of potential distribution centers k € K
E Set of primary market e € E/
C Set of potential collection centers ¢ € C'
M Set of potential recycling centers m € M
H Set of the secondary market for recycled raw material h € H
z F Set of landfill centers f € F'
E. B Set of energy recovery centers b € B
A Set of raw materials a € A
R Set of products r € R
L Set of materials used in recycling process [ € L
G Set of technologies in production centers g € G
\Y% Set of vehiclev € V
U Set of usable capacity u € U
D, T Set of period t,d € T'
N Set of network nodes N € {s,p, k,e,c,m,b, f, h}
E P Set of network arcs
g B(z,y) € { 1:(s,p), P2 : (p,m),Ps: (m,h),Ps: (p,k),) }
al (@5 : (k,e),P6 : (e,¢), P7: (¢, m), Ps : (¢, b), Py : (c, f)
Y Set of arcs for carrying raw materials ® C ®;® € {®1, o, O3}
" Set of arcs for carrying products " C d; € { D4, P55, g, P7, Ps, Do}
Parameters
PR, The selling price of one unit of product r in primary market e in period ¢
E. PR}, The selling price of one unit of returned product r in energy recovery center b in period ¢
2 PRL, | The selling price of one unit of recycled raw material a in the secondary market  in period ¢
Fg Fixed cost of establishing one production center p with technology g and capacity level u
F Fixed cost of establishing one distribution center k with a capacity level u
51- Y Fixed cost of establishing one collection center ¢ with a capacity level u
8 Fle Fixed cost of establishing one recycling center m using materials 1 and capacity level w
8 F?, Fixed cost of obtaining a contract with supplier s for the supply of raw material a in period ¢
2 F} Fixed cost of using vehicle v in period ¢
(C] Fixed cost of limiting emission of carbon dioxide
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BC, Purchasing cost for one unit of new raw material a from supplier s in period ¢
RCE Cost savings from recycling one unit of raw material a in a period of ¢
PCI} Producing cost one unit of product r in the production center p with technology g in period ¢
KC%, | Distributing cost of one unit product r at the distribution center k in period ¢
HC., | Maintaining cost of one unit product r in the distribution center & in period ¢
g ECT,. | Penalty for lack of one unit product r in period ¢
= OEC?,. | Penalty for non-collection of one unit returned product r from customer e in period ¢
§ CCE, Cost of separating and packing per returned product r in collection center c in period ¢
@ OCC?L, | Incentive cost to purchase and collect per returned product r at collection center c in period ¢
MCE,. | Recycling cost per returned product 7 in recycling center m using material  in period ¢
FC%, Destroying cost of one unit of returned product r in destruction center f in period ¢
VI Cost per liter of fuel consumed for vehicle v in period ¢
F} Driver’s wages per hour of driving in period ¢
Cap,, | Capacity of supplier s of raw materials a
Cap?" | The capacity of production center p with technology g and capacity level u
a Cap,, The capacity of distribution center k£ with capacity level u
] VCap,; | Storage capacity of distribution center k with capacity level u
8. Cap, | The capacity of collection center ¢ with capacity level u
5’ Capl,:i The capacity of recycling center m using material [ and capacity level u
WCap”| Weight capacity of vehicle type v
VCap"” | Volume capacity of vehicle type v
CO5°V| The amount allowable of CO2 emissions by the government for the supply chain network
0 B3t Fixed CO2 emissions from establishing production center p with technology g and capacity level
=2 u
g Ey Fixed CO2 emissions from establishing distribution center k£ with a capacity level of u
g‘- EY Fixed CO2 emissions from establishing collection center ¢ with a capacity level of u
CED_- E™ Fixed CO2 emissions from establishing a recycling center m using material [ and capacity level
U
€’ Emission rate of CO2 per one unit of energy consumed (gkwh)
e Emission rate of CO2 per one liter of fuel consumed (g/Liter)
EP{ Energy consumed to produce one unit of product r with technology g (kWh)
- EK. Energy consumed to distribute one unit of product » (kWh)
= EC, Energy consumed to collect one unit of returned product r (kWh)
@ EM}, Energy consumed to recycle one unit of raw material a with material [ (kWh)
2 EB, Energy consumed to recover energy from one unit of returned product r (kWh)
e EF, Energy consumed for burying one unit of returned product r (kWh)
g FU1, | Fuel consumed per kilometer traveled by the vehicle v in no-load mode (Liter)
FU2, | Fuel consumed per kilometer traveled by the vehicle v with one unit load (Liter)
Biob The importance coefficient of job opportunities created
job?" | Job opportunities from establishing production center p with technology g and capacity level u
jobg Job opportunities from establishing of distribution center £ with capacity level u
sl jobY Job opportunities from establishing of collection center ¢ with capacity level u
% job™ Job opportunities from establishing a recycling center m using material [ and capacity level w
< Mp The unemployment rate in the production center p
E Nk Unemployment rate in the distribution center k
- Ne Unemployment rate in the collection center ¢
Nm Unemployment rate in recycling center m
jt Variable rate of job creation per hour of operational activity
Oric Importance coefficient of sick leave
e Iteg“ Occupational injuries from the establishment of production center p, technology g, and capacity
5 g level u (days)
= "§ tcy, Occupational injuries from the establishment of distribution center k with capacity level u (days)
2 §' ltcy Occupational injuries from the establishment of collection center ¢ with capacity level u (days)
= e Occupational injuries from the establishment of recycling center m, material [, and capacity

level u (days)
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It Variable rate of occupational injuries per hour of operational activity
A1 Importance coefficient of supplier reliability
A2 Importance coefficient of potential facility establishment reliability
A3 Importance coefficient of operational activities reliability
7z A4 Importance coefficient of shipment reliability
5 SRsq Reliability of supplier s in supplying raw materials a
g; RP7“ | Reliability of production center p with technology ¢ and capacity level u
< RK, Reliability of distribution center k with capacity level u
RC}, Reliability of collection center ¢ with capacity level u
RM* | Reliability of recycling center m using material [ and capacity level u
Av Breakdown rate of vehicle v per kilometer traveled
Ay Breakdown rate of arc between x and y per kilometer
- AT Breakdown rate of production center p with technology g and capacity level u in period ¢
2 AT Breakdown rate of distribution center k with capacity level w in period ¢
% AT Breakdown rate of collection center ¢ with capacity level u in period ¢
3 At Breakdown rate of recycling center m using material [ and capacity level w in period ¢
@ Dy The distance between each pair of nodes x and y in the supply chain (Kilometer)
§~ Aa | D Maximum helpful life of product r
o a TPY Required time to produce one unit of product r using technology g
= 5‘ TK, Required time for distributing one unit of product
Ug g TC, Required time for collecting one unit of product
“: ° TM,, Required time for recycling one unit of raw material a using material /
2 ; Wq The weight per unit of raw material a
S g [w The weight per unit of product r
5 E Va The volume per unit of raw material a
o Ur The volume per unit of product r
b, Minimum supply of raw material a by supplier s in period t
Dem?, | The demand of primary market e for product r in period ¢
o Gar Ratio using of raw material a in product ;> - 4 gor = 1,Vr € R
5 Par Extraction ratio of raw material a per returned product 7; Za cA Par = 1,Vre R
3 Br The energy recovery ratio per returned product r
% Y Recycle ratio of per returned product 7; 5, + v» < 1,Vr
G. Oa The reused ratio of recycled raw material a
% wl Returned rate of the end-of-life product r after d years of use; 25:"0 wi<1
Budget | The budget total available for the establishment of potential facilities
BM The big number
Decision variables
0, One, If concluded a contract of supply of raw material a with supplier s in period ¢; Otherwise,
? zero
5 05" One, If established a production center p with technology g and capacity level u; Otherwise,
5 zero
5 0% One, If established a distribution center £ with capacity level u; Otherwise, zero
% 0y One, If established a collection center ¢ with capacity level u; Otherwise, zero
o One, If established a recycling center m using material [ and capacity level u; Otherwise, zero
wg; One, If vehicle v travels arc x to y in period t; Otherwise, zero
’;ya Quantity transferred of raw material a between the facilities (x,y) € ® in period ¢
~ Qiy,,. Quantity transferred of product r between the facilities (z,y) € ® in period ¢
2. [ Quantity produced of product r in production center p with technology ¢ in period ¢
%‘ 17, Quantity held inventory of product r in distribution center & in period ¢
s QR’, | Quantity returned product r from customer e in period ¢
= QN?_ | Quantity uncollected of returned product r from customer e in period ¢
% ST, Quantity lack of product r for customer e in period ¢
COSYH Quantity of carbon dioxide emissions in the supply chain (tons)
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3.3 Problem modeling

This section presents a mathematical representation of the problem. A prerequisite for mathematical
modeling is the identification of symbols, parameters, and variables that accurately describe the prob-
lem’s characteristics.

3.3.1 Symbolization

This section introduces the symbols, parameters, and variables used in the mathematical model. Table
2 provides a simplified view of the mathematical model by grouping similar symbols, parameters, and
variables together for easier reference.

3.3.2 Assumptions

The assumptions of the problem include:
* The closed-loop SCND model is multi-product, multi-objective, and multi-period.
» There is no flow between facilities at one level of the chain.

* Final products are traded in the primary (forward chain) market, and recycled raw materials are
traded in the secondary (reverse chain) market.

* The useful life of final products is limited regarding time.

* Lost demand for finished products is subject to penalties.

* No collecting returned products will be fined.

 Potential facilities are established with only one level of capacity.

» Heterogenecous vehicles are used to transport raw materials and final products.

3.3.3 Mathematical model

This study modeled sustainable and reliable SCND as a multi-objective problem. Supply chain sus-
tainability is pursued in the model by considering the two objectives of green investment and social
responsibility. Reliability of product delivery, which aims to achieve customer satisfaction, is the third
goal pursued as the third objective function. Therefore, all three objective functions in the mathematical
model are of the maximization type, described below.

Profitability Objective

The first objective function seeks to maximize profitability. Equation (1) shows the first objective func-
tion. Equation (2) calculates the total income. Total income is calculated by adding up the final products
sold to the primary market, returned products sold to energy recovery centers, and recycled raw materials
sold to the secondary market. Equation (3) calculates the total costs. The total costs are calculated by
summing up fixed, operating, transportation, and CO2 emissions costs.
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Maximize Z1 = Economic Profit (EP) = Total Revenue (TR) — Total Cost (TC) €))
LS SIED SID DU TN SED B e
teT - (z,y)eds rER (z,y)EPg rER

+ Z Z PR;:LCL ) Q;ya:| ) (2)

(z,y)€P3 acA
TC = Fixed Cost (FC) + Operation Cost (OC) + Shipping Cost (SC)
+ Emission Cost (EC). 3)

Equation (4) calculates fixed costs from the sum of the establishment cost of potential facilities, the
supplier’s contracting cost, and the route’s reopening cost. Facility capacity, production technology, and
materials used to recycle raw materials impact potential facility establishment fixed costs [25]. Changing
the cost of raw material supply contracts in different periods is possible based on market conditions. The
fixed cost of using cargo trucks may change in different periods.

MDD IEIRTED S ENTES SRS 3P o

uweU -neP geG nek neC neM leL
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Equation (5) shows the supply chain operational costs, which include variable costs related to per-
forming activities in each of the facilities.

00:2[ > Y BCw Qua— Y, > RCi-Qi
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Equation (6) calculates shipment costs by adding up the fuel cost and vehicle use. Fuel consumption
depends on the vehicle type, the load carried, and the distance traveled [8]. The cost of transportation is
calculated based on travel time. Travel time is a function of the vehicle speed and the distance traveled.

SC=Y"5"1 S 3 Duynll - (VEFUL, + (FU2, - Wa - QL)) + ((Fé)/(V“)))}

veVteT = (g y)ed’ a€A

S ST Dt (Vi FUL + (FU2, W - QL) <<F5>/(V”>)>} ©)
(z,y)€d” TER

The measure of transportation CO2 emissions is complicated by various factors such as the shipment
mode, type of fuel used, load weight, and distance traveled [45]. Despite this complexity, calculations
of GHG emissions in literature are not always straightforward due to their simplicity in calculation. For
example, Mirzapour Al-e-hashem and Rekik [37] considered only the distance traveled, while Bektas
and Laporte [8] and Liu et al. [32] took into account vehicle speed and freight volume.

Equation (7) calculates the CO2 emissions cost of the supply chain, which may exceed the gov-
ernment’s limit if it exceeds the allowed emission cap determined by mechanisms such as carbon taxes
or caps, carbon cap and trade, and carbon offset. This penalty cost is represented by the symbol © in
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Equation (7). Equation (8) shows how the fixed and variable costs associated with CO2 emissions are
calculated, respectively. Equation (9) is related to the fixed part (i.e., CO2 emissions from the facility
establishment), while Equation (10) is related to the variable part (i.e., CO2 emissions from the energy
consumed). Equation (11) calculates the energy consumed in operational processes, and Equation (12)
calculates the energy consumed in network shipment.

EC = ©(COgYH — oY), (7
CO3"® = Fixed Emission CO2(FEC) + Variable Emission CO5(VEC), ®)
N DI DSUD DU ED DRI B DR I
ueU -peP ge@G keK ceC meM lEL
VEC = ¢ - [Consumption Energy Operation (CEO)]
+ €' - [Consumption Energy Shipping (CES)], (10)
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Social Responsibility Objective

In terms of sustainability based on the ISO 26000 standard, various criteria cannot be fully addressed by
one single study. However, in this research, the most commonly used criteria are those presented in pre-
vious studies such as Equation (13) which maximizes the social responsibility within the supply chain.
Social responsibility is calculated by subtracting the number of jobs created from the number of sick
leave days taken for each period. The ultimate goal is to establish facilities in areas with higher unem-
ployment rates and provide more job opportunities in deprived regions, as per Equation (14). Equation
(15) calculates employees’ sick leaves. These criteria are adapted from the study conducted by Fazli-
Khalaf et al. [16].

Corporate Social Responsibility (CSR) = ;o x [Jobs Created (JC)] — . x [Lost Days (LD)] (13)
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Reliability Objective

This paper aims to model and evaluate the reliability of the supply chain in a fixed and variable manner.
Potential suppliers and facilities have their reliability, which if selected and constructed, contributes to
the overall reliability of the fixed part of the supply chain. The variable part of supply chain reliability
comes from operational and transportation processes. The transportation of raw materials and distribu-
tion of products are subject to random failures. According to the studies of Fazli-Khalaf et al. [17], the
reliability of the supply chain’s variable part (operational reliability) is assumed to follow an exponential
distribution with rate A. Therefore, the component’s reliability is equal to the probability expressed in
Equation (16).

R,=P(T,>t)=e ' VYn=1,2---,N. (16)

The product of the high probability multiplied by the number of products shipped from each poten-
tial facility to its next level is the number of products that arrive at their destination on time. Since the
failure rate of transport routes and vehicles (A, ) + Ay) is considered per kilometer traveled, the prod-
uct of the high probability (the sum of the failure rate of the route and vehicle) in the relevant distance,
determines the reliability of transportation in the supply chain, which evaluates the responsiveness of
the network, and the level of customer satisfaction. In addition, vehicle reliability measurement has not
been considered in any SCND studies. Equation (17) maximizes supply chain reliability. Equation (18)
calculates the reliability of the procurement process by considering suppliers’ ability to meet manufac-
turers’ needs as a reliable procurement process. Equation (19) calculates the possibility of establishing
reliable potential facilities. Equation (20) calculates the reliability of operational activities. Equation
(21) calculates the shipment reliability.

Maximize 73 = Reliability = A1 x [Contract Reliability (CR)]
+ A2 X [Facility Reliability (FR)] + A3 x [Operation Reliability (OR)]
+ 4 x [Shipping Reliability (SR)] (17)
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The following constraints are categorized and briefly explained. Studying the model becomes more
accessible with this procedure.

CO2 Emissions Constraint

Equation (22) determines the amount of CO2 emissions in the supply chain.

cos™® =3%" {ZZES“-0§“+ZE,?~0E+ZE5-GZ

ueU -peP gelG keK ceC

EPIPILLE FEHD 3 91 0 9) SLRCERD o R
meM leL reRteT “peP geG (z,y)EPs5

=+ Z ECT'Q;yr+ Z ZZEM(leaTQ;yr+ Z EBTQ;y'r
(z,y)edg (z,y)€P7 a€AlEL (z,y)ePg

+ 3 EFr'Qiyr>]+€l'[ZZ< > > Duymyy(FUL,

veVIET * (g q)cd’ a€A

+(FU2UWaQ;yE))>+ > ZDwyﬂ;’;(FUL,—&-(FUQUWTQ;W)))]. (22)

(zy)ee” TER

Budget Constraint

Equation (23) determines the maximum budget for potential facility establishment.

> {ZZF;““GZ“—%— DOF-Oi+ Y Fl0i+ Y Zlemj;ﬂei;;} < Budget.  (23)

uweU “peP geG keK ceC meM

Demand Constraint

Equation (24) indicates that the lack of product in any period is equal to the difference between the actual
demand and the delivery quantity to the market.

S! =Dem!, — Z QL.., Ve,rt. (24)
keK
Allocation Constraints

Equations (25), (26), (27), and (28) state that each manufacturing center, distribution center, collection
center, and recycling center, respectively if established, can only have one capacity level.
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Facility Capacity Constraints

The minimum and maximum supplier capacities are shown by Equations (29) and (30), respectively. The
maximum capacity of the manufacturing center is depicted by Equation (31). Equations (32) and (33)
illustrate the distribution center’s maximum distribution capacity and warehouse capacity, respectively.
Equation (34) represents the maximum collection centers’ collection capacity. The maximum recycling
capacity of raw materials in the recycling center is described by Equation (35). Equation (36) shows the
energy recovery center’s maximum capacity and the maximum capacity of the landfill center is displayed
by Equations (37).

Z Qipa 2 bsa : eiay VS, a7t (29)
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leL l uelU

> Qb < Cap,,, Vb, 7, t (36)
ceC
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Flow Balance Constraints

Equation (38) does not allow for storage for the final products. Equation (39) shows manufacturing cen-
ters can obtain the raw materials they need by purchasing from suppliers or recycling centers. Equation
(40) displays the maintenance quantity of final products in the distribution center. Equation (41) shows
that the inventory of final products at the beginning of the first planning period is zero. Equation (42)
shows the maximum storage time of final products in the warehouse is one period less than the end of
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their life. Equations (43) and (44) show the divided rate of recycled raw materials between the manufac-
turer and the secondary market, respectively. Equation (45) indicates that the return rate of end-of-life
products (uptrend) depends on the time used. Equation (46) shows that final products do not return be-
fore their end of life. Equation (47) shows that the reverse chain may not collect all returned products
from the primary market. Equation (48) displays the uncollected returned products. Equations (49),
(50), and (51) show divide collected end-of-life products into three centers: energy recovery, recycling,
and landfill, respectively.
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Capacity Constraints for Shipments

Equations (52) and (53) represent the volume capacity of vehicles, while Equations (54) and (55) repre-
sent the weight capacity of vehicles.
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TER

Logical Constraints

Equations (56) and (57) provide logical constraints for both discrete and continuous decision variables.

eiaveguvekaagagﬁ’ vy € {0 1} (56)
xyav xyermekv’Qer’Q er’ eerOCUR > 0. (57)

3.3.4 Linearization of the model

The model becomes non-linear due to multiplication relations between binary and positive variables in
Equations (6) and (12) related to the first objective function, as well as Equation (22) related to the CO2
emissions constraint. Solving non-linear models is more complex than linear models [8]. Therefore,
two new decision variables were defined to linearize the model, which replaces the nonlinear terms (see
Table 3). The linearized equations are added to the model as Equations (58) to (65) are added to the
model.

Table 3: Decision variables for linearization of the model.

Symbol Description

5SSy,  The amount of raw materials a transported by vehicle v between
facilities (,y) € @ in period ¢
SS3yy.  The amount of product r transported by vehicle v between facili-

ties (z,y) € ®" in period t

Table 3 defines the symbols used for the decision variables. After linearization, Equation (6) be-
comes Equation (58), and Equations (12) and (22) become Equation (59). The new decision variables
are subject to constraint Equation (66).
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SS;ZQ < Q;yay V(‘,'L'7 y) E @ a? U? t? (60)

SSyva < BM -7y, Y(z,y) € ® ,a,v,t, (61)

SSyta > Quya — BM - (1 — 73y, V(z,y) € ® ,a,v,t, (62)

SSyyr < Quyrs V(z,y) €D 7t (63)



114  Optimizing Supply Chain Design for Sustainability and Reliability .../ COAM, 9 (1), Winter-Spring (2024)
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3.4 Model solving

Within this section, we will provide an explanation of various methods for solving the problem.

3.4.1 The AEC method

In the AEC method, the results of individual optimization of objective functions to complete the Payoff
table (range of ¢ values) are calculated using lexicographic optimization. Additionally, the constraints
of the objective functions are converted to equality by introducing appropriate auxiliary variables. This
second-order term in the objective function, with lower priority than the lexicographic method, forces the
model to produce only Pareto solutions [35]. Ifthe problem is infeasible, the solution algorithm stops and
is not solved for subsequent iterations, which increases the solution speed compared to the conventional
e-constraint method. There is a trade-off between the number of Pareto solutions generated and the solve
time, and the density of the Pareto collection can be controlled. According to the original e-constraint
method, one objective of the problem is optimized according to the decision maker’s priority, while the
other objectives are limited to the upper limit of €. The resulting equation is Equation (67).

Max Fi(z) —d x [i—; + (107t x %) o (107 % %:

S.t: (67

Fi(z) + s; = e, i=23---,n 2x€S8, s €RT,

where S represents the solution region of the model, e; is the value to the right of the objective functions,
and ¢ is a small number (usually § € [1075,1073]). r; denotes the domain of the i-th objective function
which is determined by table calculations. The model incorporates a form of lexicographic optimization
in the second expression of the objective function to ensure the existence of another optimal solution
for the remaining objectives. [35]. This approach allows the solver to find the best case for £} and
subsequently optimize the other objectives in order.

3.4.2 Normalized normal constraint (NNC)

Figure 3 displays the ultra-surface of the Pareto frontier for a three-objective optimization problem,
where the ultra-surface takes the form of a 3D objective space. The NNC method is an exact solution
approach that yields a set of Pareto optimal points rather than a unique optimal point for multi-objective
problems [3]. Compared to the e-constraint (EC) method [34], the NNC method offers more advanta-
geous features. In the NNC method, the objectives are first normalized and then new constraints are
applied in each phase to search for optimal solutions. The NNC method has been proven to effectively
solve multi-objective SCND problems in previous studies [6, 21, 46]. Uniformly distributing the solu-
tions at the Pareto boundary facilitates decision-making for selecting the optimal solution. However,
most techniques do not report well-distributed Pareto solutions [36]. The NNC method allows the den-
sity of Pareto sets to be controlled by a single parameter m;, with other settings of ms to m,,_1) being
automatically adjusted accordingly. This feature enhances the applicability and ease of implementation
of the NNC method Increasing m; leads to a denser set of Pareto solutions but also incurs higher com-
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putational cost. Moreover, the NNC method does not require the determination of initial weights for the
objectives [49].

d
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Figure 3: The NNC technique for a three-objective optimization problem.

The NNC method is a solution approach for multi-objective optimization problems includes involves
the following process [41].

Step 1. The optimal objective function 4 is denoted by u**, and it is obtained by solving a single-
objective problem using Equation (68). By utilizing the solutions «**, the anchor points f** are
generated as Equation (69). A utopian world is then formed by connecting these anchor points in
the objective space, called the ideal utopia.

Step 2.This Step involves normalizing targets that have varying and sometimes inconsistent scales
to prevent them from influencing the optimization process. An ideal point, denoted as (f*), rep-
resents the best solution regarding the objective function and is determined using Equation (70).
The counter-point fV represents the worst solution of the objective function and is calculated
using Equation (71). Equation (72) is therefore applicable. Each objective function is normalized
using Equation (73), where f; represents the normalized form of f;. In Figure 3, which depicts a
three-objective optimization problem, the normalized objective functions fi, f and fs are used
to coordinate the target space with anchor points f1*, f2* and f3* also being normalized.

Step 3. The normalized ideal hyper-surface vectors (NN}, ) are calculated using Equation (74).
Each vector Ny, is drawn directly from the normalized pillar point & ( f f%*) to the normalized pillar
point nm (f™*). Figure 3 illustrates the vector way of N; from f!* to f>* and the way N, from
2 to f3* is drawn.

Step 4. A normalized length () is determined for a specific number of divisions (1m;,) on the
vector N using Equation (75). In the NNC method, each my is consistent to with m is calculate
as per Equation (76).

Step 5. involves obtaining the wonderland hyperspace points (X ) in achieved on the normalized
wonderland hyperspace using Equation (77)), where the coefficients ayj(k =1, -,k =n—1);
ZZ=1 agj=1 and 0 < ay; < 1 are different. From the normalized increase of J; in Equation
(74). The last coefficient a5 equal to apj = 1 — 22;11 ay; . For instance, in a three-objective
optimization problem (i.e., n = 3) with m1 = m2 = 5, the values of akj(k = 1,2,3) are
shown in Figure 4, where ; = o = 0.25. In this problem, 15 optimal X;(1 < j < 15) rays are
obtained, which are represented by small black circles in Figure 3.

Step 6. involves determining the Pareto optimal point for each wonderland hyperspace point
obtained by solving the one-objective optimization problem in Equation (78).
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Figure 4: Coefficients for a three-objective problem with m1 = m2 = 5.

3.4.3 Shannon entropy technique

The Shannon entropy technique was utilized in this study to determine the relative importance of ap-
praisal criteria. This technique is widely used for calculating the criteria weights [30]. The entropy
technique utilizes decision matrix information to assign weight to the criteria, with more weight given

to the index that creates greater differentiation between the options.

implement the Shannon entropy process.

Equations (79) to (84) were used to
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Equation (79) represents the decision matrix for both the AEC and NNC methods, where the rows
and columns represent the options and indicators, respectively. For example, the 215 array shows the
score of the first alternative relative to the second criterion. The normal decision matrix is obtained by
dividing each column’s value by the sum of that column, as shown in Equation (80), where P;; specifies
normalized data. The entropy of each criterion is calculated using Equation (81), where k is a constant
value ensuring that 0 < FE; < 1. The value of k is determined using Equation (82). The degree of
deviation (d;) is calculated using Equation (83), which provides information for the decision maker
to decide. A smaller value of d; indicates that the criterion does not make much difference between
competing alternatives and hence should be less important in decision-making. Finally, Equation (84)
is used to calculate the weight of each criterion.

3.4.4 VIKOR technique

Once the weight of each criterion has been determined, the next step is to evaluate the alternatives.
In this study, the VIKOR technique was used to evaluate the alternatives using the AEC and NNC
methods, VIKOR is a multi-criteria optimization technique that was proposed in 1984 by a Serbian re-
searcher named Opricovic. This technique is particularly useful when decision-makers are faced with
contradictory criteria that make it difficult for them to express their preferences. In these cases, the
decision-makers can agree upon compromise solutions obtained from the VIKOR technique. This solu-
tion minimizes both group desirability (by the .S criterion) and individual influences (by the R criterion)
to the minimum. The first and second steps of the VIKOR technique involve forming a decision ma-
trix and determining the weight of the criteria, respectively, as discussed in the previous section. The
subsequent steps of this method are shown in Equations (85) to (90).

ft=maxf;; [~ =minf;, (85)
< 15— fij

S; =S ;- L id 86

; ;w T (86)
15— fij

R, = L i day 87

j = max|w = fi_] (87)

S; — S* R; — R*
92Qj:v-ﬁ+(1fv)~ﬁ, (88)

ST =maxS;, S*=minS;, (89)
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R~ =maxR;, R*=minR,. (90)

The third step involves determining the ideal positive and negative points, which are denoted by f+
and f~ respectively. These points are identified for criteria with a profit aspect in Equation (85), and the
best and the worst of each criterion among the alternatives are used for this purpose. Equations (86) and
(87) are used to calculate the usefulness S and the amount of regret R for each alternative, respectively.
The relative distance of alternative j from the ideal solution (best combination) is determined by .S;, and
R; represents the maximum inconvenience of alternative j from the ideal point. These steps complete
the fourth step. In the fifth step, the VIKOR index is calculated with the symbol @) ; using Equation (88),
which takes into account the importance of group agreement (parameter v). A high group agreement is
indicated by v > 0.5, while v = 0.5 represents group agreement with the majority vote, and v < 0.5
indicates low group agreement. Equation (89) and (90) represent the symbols S~ and S*, R~ and R*,
respectively. In the sixth step, the alternatives are sorted based on descending values of the S, R, and )
indicators. The alternative with the lowest () value is selected as the best alternative if it satisfies two
conditions.

To determine the acceptability score of substitutes A; and Ay, Equation (91) must be established.
First, if A; and A are ranked first and second among the available alternatives, respectively.

1

(A2) — QA1) > =1

(C2))
second, alternative A; must have reached the top rank in at least one of the S and R groups to ensure
acceptable consistency in decision-making. If either of these conditions is not met, both substitutes are
considered equally good or superior.

3.4.5 Evaluation criteria

In multi-objective optimization, preference is given over single-objective optimization. The aim is to
determine the degree to which a solution satisfies various objectives. After generating Pareto optimal
solutions, the most preferred point for the multi-objective optimization problem is selected based on the
importance of each objective function. Equation (92) defines the Pareto optimal point of %, denoted by
Py,

- FN = f
P=>" (IFM) (92)
i=1 i i

where fY and f7 are robust and weak efficiency solutions defined in Equations (70) and (71) respec-
tively. Furthermore, fy; represents the result obtained for the objective function ¢ in k’s Pareto optimal
point. The essential coefficient of each objective function, denoted by IFi, is in the range of [0, 1], and
their sum equals one must specify essential coefficients. The Pareto optimal solution that optimizes more
essential objective functions, i.e., whose f; results are closer to the consistent fZ-U values or has a value
(FN — fri/ fN — fY) closer to one is sanctioned as Py, meaning that it is the sanctioned solution to the
multi-objective optimization problem. Additionally, considering IFi in Equation (92) prioritizes Pareto
optimal solution that optimizes more essential objective functions (i.e., with higher IFi values) a higher
priority. The Pareto optimal solution with the highest P value is sanctioned and the final solution to
the multi-objective optimization problem is chosen as the Pareto optimal solution with the highest P
value.

The NNC method has only one property, m;. In sensitivity analysis, m; is changed around its base
value in both negative and positive directions with a step equal to the sensitivity coefficient calculated
using Equation(93).

APy _ base P, — deviated Py

F 9 = 1 =
(%) Amg x 100 base m; — deviated m;

x 100. (93)
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In this study, the best solution for the three objective functions serves as the basis for further com-
parison. Given that the GAMS software yields the optimal solution for each objective function, the
performance of solution methods is evaluated using the relative error percentage criterion, as calculated
by Equation (94).

Realgotution — Idealsotution
PRE = x 100, 94
Idealsolution ( )

the Realgoion refers to the value of the objective function obtained through the method, while the
Idealsomtionis Tepresents the optimal value of the objective function, which was obtained by solving the
complex integer model in GAMS software. A lower value of this criterion indicates a higher quality of
responses.

Furthermore, the following section introduces and calculates the criteria for evaluating Pareto so-
lutions, in addition to the initial comparisons that demonstrated the superior performance of the NNC
method. The Run Time (RT), Mean Ideal Distance (MID), Diversification Metric (DM), and General
Distance Metric (GDM) are used as the basis for evaluating the performance of AEC and NNC solutions
methods in this study. The definition and calculation method for each criterion are as follows.

The Run Time (RT) is the time taken by each method to solve the problem and is one of the most
essential bases for comparing multi-objective problem-solving methods. A better method has a shorter
solving time, which is considered a negative aspect.

The Mean Ideal Distance (MID) measures the proximity of Pareto points to the ideal point. As all
three objective functions of this research problem are of the maximization type, symbols f{"™*, fI*** and
f3"™ represent the ideal points of the functions, respectively. Equation (95) outlines how to calculate
MID.

f fmax 2 f fmax 2 f fmZIX 2 %
MID = : ' : : " : . (95)

n

Here, n represents the number of Pareto points, and the maximum and minimum values of the unsuccess-
ful objective functions obtained in all model executions are denoted by f;"{h, and ;f‘ti()“tal, respectively.
A lower MID value is considered a be tter method (negative aspect).

The Diversification Metric (DM) measures the extent of Pareto’s solutions by calculating the Eu-
clidean distance between the initial and final solutions of the Pareto set of solutions [53]. This criterion
is calculated based on Equation (96), and a higher DM value is considered a better method (positive

aspect).

n . 2 . 2 . 2y 1
max f1,; —min fq; max fz; —min fa; max f3,; — min f3; 2
DM = Z { ( max min ) + ( max min + max min : (96)
i=1

1,total — J 1,total 2,total — J2,total 3,total — J3,total

General Distance Metric (GDM) evaluates the uniformity of Pareto solution distribution in the so-
lution space by considering the deviation of the distance criterion of efficient solutions. This criterion
measures the relative distance of consecutive Pareto solutions [10]. The method of calculating this cri-
terion is according to Equation (97).

1 _
M = . )2

s — ;<dz a2, 97)
di =7 {| fri = frl 4 |2 = Fog| + [ foi = fasl}s 05 = 1,2, ,msi # (98)
q= 2=t (99)

n
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Determining Pareto boundary points based on Equation (97) in three-dimensional space requires
more complex calculations and time. Therefore, a straightforward relation is used to determine Pareto
points’ scattering (Equation (100)).

_ 100
xd (100)

where, d; indicates the number of Pareto points in cell 7, and d is the average number of Pareto points
in all cells. Accordingly, the cell solution space is divided into several specific areas (see Figure 5).
Each of the three small three-dimensional cells in this diagram contains several Pareto points. A lower
standard deviation of the distance between Pareto points in the created cells is considered a better method
(negative aspect).

Figure 5: Cell configuration of the solution area and location of Pareto points in cells.

4 Results

This section presents a numerical example to solve the mathematical model discussed in the previous
section. The numerical example comprises five suppliers, six manufacturers, four distributors, eight cus-
tomers, four collection centers, six recycling centers, and four periods. Other experimental parameters
are randomly generated through the uniform distribution function. In multi-objective problems, opti-
mizing one objective function may lead to deterioration in the other objectives [40]. Thus, an outcome
matrix is created for the goals to determine if there is a conflict between objectives. For this purpose, the
other objectives are optimized individually while subject to their optimality, and the results are presented
in Table 3 for the green profitability (f1), social responsibility (f2), and reliability (f3) functions. The
results in Table 4 show that individual optimization of each objective function leads to acceptable out-
comes for that objective function but unsuitable outcomes for the other objective functions. For instance,
f2 = 1282.13 obtained from single-objective optimization of {3 is 0.27 less than f2 = 1756.73 obtained
from single-objective optimization f2. Similarly, f3 =2.96 obtained from single-objective optimization
fl is 0.4 less than f3 = 4.91 obtained from single-objective optimization f3. Therefore, single-objective
optimization cannot provide a good compromise between rival objective functions highlighting the need
for multi-objective optimization for the SCND problem.

In general, the mathematical model presented in this paper considers three objectives: economic
profit, social responsibility, and reliability which may conflict with each other. To minimize purchasing
costs, it may be beneficial to secure a raw material supply contract with a supplier offering lower prices.
However, such a supplier may be located further away from the plant, resulting in increased carbon
emissions and associated costs. To minimize the cost of carbon emissions, choosing a close supplier can
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Table 4: Payoff Matrix of objectives for little size problem.

Consequences Objective 1 | Objective 2 | Objective 3
Profitability optimization (f1) 14465372.18 1531.84 2.96
social responsibility optimization (f2) | 13916527.04 1756.73 4.24
Reliability optimization (f3) 12296024.95 1282.13 4.91

be beneficial. However, their reliability may be compromised due to limited access to energy sources,
which are often closer to distant suppliers. Additionally, the purchase price of materials may be higher
than that of other suppliers. Therefore, decision-makers must weigh the benefits of each objective and
make a trade-off between them. To illustrate the proposed approach, four different examples are consid-
ered based on the significant coefficients of the objective functions f1, {2, and {3, as shown in Table 5.
1Z1, 172, and 1Z3 show represent the significant coefficients of the functions f1, f2, and f3, respectively.

Table 5: Different samples of the designed experimental example.

Sample counter Objective
1z1 | 122 | 1Z3
First 0.33 | 0.33 | 0.33
Second 0.25 | 0.25 | 0.5
Third 0.25 | 0.5 | 0.25
Fourth 0.5 | 0.25 | 0.25

In practice, the company’s management can determine the importance of the coefficients based on
the technical and economic conditions of the industry they operate in. In the first sample, the same
importance is assigned to the objectives with a coefficient of 0.33 for each. In the second case, social
responsibility and reliability are considered equally important, with coefficients of 0.25 each. Profitabil-
ity with a coefficient of 0.5 is considered more essential because all businesses generally aim to make
a profit. With this approach, the third model places more emphasis on social responsibility, while the
fourth places more emphasis on reliability. As stakeholders often monitor corporate social responsibil-
ity, in addition to its real-world applications, a supply chain’s reliability may be more vulnerable to its
profitability or social responsibility.

The proposed sustainable and reliable SCND problem (relationships 1 to 60) was solved using multi-
objective problem-solving methods and compared with AEC and NNC techniques. To solve the example,
both AEC and NNC methods were implemented in the GAMS 24.2.1 software package using the CPLEX
solver. These results are presented in normalized form for the four samples in Table 6. To ensure a fair
comparison, both solving methods generated 66 Pareto solutions. The NNC method used m; = 11 to
generate 66 Pareto solutions, while the AEC method determined the appropriate step for € to achieve the
desired Pareto number. Due to the nonlinear and multi-objective (three objective functions) nature of the
proposed SCND model, the problem is NP-hard and requires considerable time to solve. The calculation
times of the NNC and AEC methods are approximately 1633 and 2465 seconds, respectively, measured
on an Intel Core i7 laptop with a 2.4 GHz processor and 16 GB of memory. The NNC'’s shorter computing
time is a crucial advantage, facilitating its practical application to solve the multi-objective problem in
SCND.

The NNC and AEC methods produce a set of Pareto optimal points and select the best solution. The
results of Table 5 show that the AEC method is better than the NNC only in the third sample, but the
NNC outperforms the AEC in searching the Pareto border more effectively. To illustrate this feature, the
Pareto set produced by the NNC is compared to that produced by the AEC in Figure 6.
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Table 6: Obtained results for the four experimental samples.

Normalized objective | Technique | Normalized objective Pk
[3 f2 fi

First NNC 0.217 | 0.171 | 0.301 | 0.7702

AEC 0.018 | 0.149 | 0.558 | 0.7585

Second NNC 0.201 | 0.169 | 0.327 | 0.7755

AEC 0.021 | 0.168 | 0.751 | 0.7597

Third NNC 0.236 | 0.146 | 0.314 | 0.7895

AEC 0.019 | 0.138 | 0.544 | 0.7902

Fourth NNC 0.231 | 0.168 | 0.355 | 0.7227

AEC 0.020 | 0.132 | 0.545 | 0.6895

3D Scatterplot of Objective Funections

method
® AEC
m NNC

14000000

Profit 13000000

12000000

5200
Reliability CsR

Figure 6: Efficient solutions obtained by AEC and NNC methods.

This figure shows that the NNC method can search for areas of the Pareto border that the AEC
method does not have to access. Therefore, the NNC can be more suitable for covering the Pareto border
than the AEC. Additionally, it is observed that the preferred NNC solutions differ from the preferred AEC
solutions because the most preferred NNC solutions are located in parts of the Pareto boundary that only
the NNC can search (such as some edges of the Pareto boundary).

Table 6 performed a sensitivity analysis of the NNC method by setting m to values that differed
from its base value (11) in both negative and positive directions with a step equal to two. Values 11 —2 x
3 = 5 (three-step of negative), 11 — 2 x 2 = 7 (two-step of negative), 11 - 2 =9 (one-step of negative),
11 (without deviation), 11 + 2 = 13 (one-step of positive), 11 + 2 x 2 = 15 (two-step of positive), and
1142 x 3 = 17 (three-step of positive) are considered for setting m . For each m; value, the number of
Pareto points, the values of the objective functions f1, fo, and f3, the Py preference, and the sensitivity
coefficient (SF) percentage are shown in Table 7.

Table 6 indicates that the P preference changes slightly by altering the m; setting, resulting in low
sensitivity coefficient values and demonstrating the stability of the NNC method. The only weak result
for the NNC method is the lower Py in the third sample compared to the AEC method. However, this
difference is only 0.0007, while in the first sample (0.0117), in the second sample (0.0158), and in the
fourth sample (0.0332), this difference is in favor of the NNC method. Table 8 shows the PRE values for
all three objective functions in the AEC and NNC methods. Carefully, examining the table information,
it can be inferred that in the first and second objective functions, the NNC method has less deviation
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Table 7: The results of sensitivity analysis on the setting m in the first case.

m1 No. Pareto Normalized objectives Pk SF
solution
fi f2 f3
5 15 0.213201 0.183069 0.308227 0.765402 0.081183
7 28 0.201151 0.175092 0.320135 0.768106 0.054175
9 45 0.186021 0.195018 0.309151 0.770167 0.005300
11 66 0.217301 0.171325 0.301245 0.770273 0
13 91 0.187099 0.190684 0.310719 0.770729 0.022800
15 120 0.190144 0.174962 0.322183 0.771133 0.021500
17 153 0.210987 0.197281 0.248304 0.781362 0.184816

from the optimal state than the AEC method. Additionally, compared to the NNC method, the AEC
method can estimate the value of the third objective function with less deviation from the ideal situation.

Table 8: Percentage of relative error (PRE) for solving methods.

Solving method Objectives
fi f2 f3
AEC 2.16616 25.4133 33.6396
NNC 1.65093 10.6366 54.4292

The decision matrix is presented in Table 9. This table includes the values of each index in the AEC
and NNC methods. Table 10 presents the criteria weights based on Shannon’s entropy method. The
results of the comparison and ranking of AEC and NNC methods in solving research problems using the
VIKOR technique are presented in Table 11. The superiority of the NNC method over the AEC method
is demonstrated by the information in the table.

Table 9: Final decision matrix.

— — + —
RT MID DM SM
AEC 2465 1.030707 1.964588 1.141415
NNC 1633 1.260091 2.233026 0.787879

Table 10: Attributes weighting with Shanon entropy technique.

Symbol Title Criteria
RT MID DM SM
E; Entropy 0.970059 0.992755 0.997048 0.97564
d; Degree of deviation 0.029941 0.007245 0.002952  0.02436
w; Normalized weight 0.464222 0.112326  0.04577  0.377682
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Table 11: Results of comparison of AEC and NNC methods.

Method S R ¢ Rank
AEC  0.887674 0.464222 1 Second
NNC  0.112326 0.112326 0  First

5 Discussion
5.1 Sensitivity analysis of mathematical model

To validate and examine the behavior of the proposed model more accurately, the sensitivity of the
parameters to changes in their value is observed. Therefore, in this section, by changing the demand
in the primary market (Dem!,.)), the behavior of the model’s three objective functions, profit, social
responsibility, and reliability, is examined. The effect of changing the value of objective functions,
including profitability, social responsibility, and reliability, under the influence of the primary market
demand parameter (Dem’,,.) is shown in Figure 7. This Figure shows that profitability increased with
an increase in primary market demand, but social responsibility and reliability decreased. Given the
cost of fines for shortages, the model tries to satisfy the maximum demand. The operational strategy
of production management is to increase production when faced with a sudden increase in customer
demand. This strategy is expressed in the profitability objective function of the mathematical model by
multiplying the selling price of products and production costs (parameter) by the number of production,
which is a decision variable.

The proposed model suggests that the level of supply chain social responsibility is influenced by the
number of production, but it has a negative impact. Increasing production to meet rising demand often
results in overworking existing staff instead of hiring new employees. Moreover, maximizing nominal
production capacity by increasing working hours can result in increased sick leave usage among em-
ployees. Consequently, an increase in demand can lead to decreased social responsibility and increased
reliability, as illustrated in Figure 6. This can be attributed to the fact that meeting higher demand re-
quires more raw materials, which may necessitate contracting with less reliable suppliers. Given that
suppliers’ capacity is limited, it is often impossible for a single supplier to meet the supply chain’s needs
under normal circumstances, and this problem is further exacerbated by increasing demand. In terms of
supply chain design, customer satisfaction is typically prioritized over reliability.

Profitability Socially responsible Reliability

1.20
1.00
0.80
0.60
0.40
0.20

0.00
150 170 190 210 230 250

DEMAND

THE NORMAL VALUE OF THE
OBJECTIVE FUNCTIONS

Figure 7: Sensitivity analysis of changes in demand.
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5.2 Sensitivity analysis of the solution method

This section aims to validate and analyze the sensitivity of the problem model’s solution methods. In-
tended sensitivity analysis examines the variability of the proposed ranking by changing the criteria
weights. To this end, the ranking of alternatives after assigning equal weight to the criteria is compared
with the initial ranking. In this regard, the alternatives’ usefulness, regret, and VIKOR index values are
shown with the weights obtained from the Shannon entropy method for the criteria in Part A of Figure
8 and equal weights for the criteria in Part B of Figure 8. These values play a crucial role in ranking
alternatives in the VIKOR process. In Figure 8, it can be concluded that even with the same importance
assigned to the criteria, the ranking result has not changed. This result emphasizes the desirability and
priority of the NNC method in different situations.

AEC NNC AEC NNC

a) Entropy weight b) Equal weight

HSj mRj mQj

Figure 8: The effect of attribute weighting on alternative ranking (a: Shannon entropy weights - b: equal weights).

The criteria used in both AEC and NNC methods, as presented in Figure 9, can be compared to
determine the reasons for the superiority and strengths of one method over the other. Therefore, the
superiority of the NNC technique compared to the AEC method can be attributed to the criteria of run
time, diversification metric, and standard deviation metric. A comparison of the length between the
solutions and the optimal solution in the AEC and NNC methods reveals that the length between the
points and the ideal point in the AEC method is about 19% less than in the NNC method. Additionally,
the solution time and the general distance size of the solutions in the NNC method are 33% and 31%
less than in the AEC method, respectively. The distribution of solutions in the NNC method is also 13%
higher than in the AEC method.

-1

HAEC mNNC

Figure 9: Comparison of attributes in AEC and NNC methods.
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6 Conclusion

This problem involves conflicting objective functions, namely sustainability and reliability, alongside
profitability and social responsibility. To address this conflict, a mixed integer linear programming
model is formulated with sustainability dimensions as constraints and reliability as the primary objective.
However, this single-objective approach may not effectively balance the conflicting objectives, result-
ing in an unsustainable or unreliable supply chain. To overcome this limitation, two methods (AEC and
NNC) are utilized in multi-objective problems, and a numerical example with four different weights of
objective functions is coded and modeled using GAMS software. The results of the AEC and the NNC
methods were compared using the four criteria of Run Time (RT), Mean Ideal Distance (MID), Diver-
sification Metric (DM), and Standard Deviation Metric (SDM). The Shannon Entropy technique is used
to obtain the criteria weights, and the VIKOR technique is employed to select the superior method. The
results indicate that the NNC method is more efficient than the AEC method in solving the proposed
model. The NNC method exhibits several advantages over the AEC method, including a systematic
approach to reducing feasible space and effectively covering the objective space through the uniform
distribution of Pareto solutions. These capabilities enable the NNC method to discover more preferred
multi-objective solutions compared to the AEC method. Previous research has focused on developing
sustainable and reliable strategies for biofuel and blood supply chains. However, with a slight adjustment
to the assumptions, these models can be applied to industries that require greater consideration of sus-
tainability and reliability approaches, such as energy and healthcare. While past studies have primarily
focused on sustainability’s economic and environmental dimensions, there is a need to balance all three
dimensions (economic, environmental, and social) for optimal benefits. In addition to greenhouse gas
emissions and job creation, other criteria such as energy consumption, use of renewable resources, waste
disposal, community well-being, safety, job satisfaction, and personnel training must also be considered
for a comprehensive assessment of sustainability. Despite the growing trend of integrating sustainabil-
ity and reliability in SCND literature, this topic is still a developing field that requires more empirical
studies to formulate precise and long-term guidelines for simultaneous application. Future researchers
can draw a roadmap by adding or changing problem assumptions, providing more criteria for evaluating
solution methods, and using other multi-objective solving techniques.

Here are some suggestions for this road map: The proposed model assumes no distinction between
goods produced with raw materials and those produced with recycled raw materials and thus accounts
for differences in production costs, prices, and demand for these two types of products. While this study
considered fixed and certain model parameters, incorporating uncertainty conditions can enhance the
model’s realism. To validate the model’s performance, a numerical example and random data with a
uniform distribution are provided, and the model’s flexibility is examined through a real case study.
Four criteria are used to evaluate the performance of problem-solving methods, and additional appro-
priate performance criteria are employed to compare and demonstrate the effectiveness of the proposed
methods. The Shannon entropy method is utilized to weigh the evaluation criteria, and the weighting
result is combined with several MCDM methods such as Best Worst Method (BWM) for a more com-
prehensive assessment of criterion weights.
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