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Abstract. This study presents a model of a quantum dot laser with
a planar cavity, employing numerical methods and artificial neural
networks for simulation purposes. The investigation focuses on the
influence of critical parameters, including the injection current into the
active layer of the quantum dot laser and the carrier relaxation time to a
lower energy state level. The model delves into the intricate carrier and
photon dynamics within the laser, solving a system of coupled equations
that describe these interactions. The fourth-order Runge-Kutta method
is utilized to solve these equations numerically. The results indicate
that increased pumping power enhances the stable power levels and
the peak power output of the laser. Additionally, analysis of the power
versus intensity of current (P − I) characteristic curve reveals that a
longer carrier relaxation time to a lower energy state leads to a higher
threshold current and a reduction in the quantum efficiency of the
device. The study also examines the laser switch-on time against the
injection current. Finally, the deterioration in the quality of quantum
dots and quantum wells is scrutinized. To gain deeper insights into
the effect of increased pumping current on laser switch-on time, the
study complements numerical findings with the application of artificial
neural networks, yielding significant results.
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1 Introduction

Quantum Dot (QD) semiconductor nanostructures have garnered significant interest among scientists
over the past two decades due to their specific characteristics, which include their optical, electronic, and
chemical properties [6, 20]. These nanostructures have found extensive applications in various fields
such as television screens, laser active regions, optoelectronics devices, optical communications, light-
emitting diodes (LEDs), solar cells, biomedical and biological research , and chemical applications
[2, 8, 10, 11, 14, 19, 24, 26, 32, 36, 37, 39, 43]. The Dirac delta-like density of states, a result of the
confinement of carrier motion in all three dimensions, is responsible for these distinctive properties and
applications ofQDs. This confinement leads to a discontinuity in the state density and the formation of
discrete energy states, causingQDs to behave similarly to atoms. Consequently, they are often referred to
as “artificial atoms” in some literature [21, 23].The theoretical prediction ofQDs being used as the active
layer in lasers was first proposed in the early 1980’s [1], owing to their higher gain ofQDs compared to
quantum wells (QWs). However, the complexity of the fabrication process led to a decade-long hiatus
inQD laser research until the first experimental demonstration of self-assembled quantum dot lasing in
1994 [22]. This breakthrough opened the door to further developments in QD laser technology. QD
lasers have improved the performance of semiconductor lasers in numerous aspects, including reduced
threshold currents, enhanced quantum efficiency, narrower spectral linewidth, faster modulation speed,
improved temperature stability of the threshold current, increased optical gain, applications in nonlinear
optics, etc. [7, 9, 15, 16, 17, 25, 27, 28, 35].

InAs/GaAs quantum dot lasers operating at a wavelength of 1.3 µm have extensive applications in
optical communication, telecommunications, photonic quantum technology, and as near-infrared broad-
band light sources [18, 29, 33, 34]. In this study, a QD laser with a dot-in-well (DWELL) structure,
composed of InAs/GaAs, is modeled and simulated using numerical methods and neural networks.

Neural networks, with their ability to generalize and learn from data, can serve as a suitable alter-
native substitute to traditional numerical methods. Their rapid computation time makes them ideal for
implementing complex functions across different domains. Various neural networks have been employed
to solve linear and non-linear first-order differential equations [5, 31, 38]. Unlike classical methods, neu-
ral networks do not require an initial condition to solve first-order differential equations. They achieve
convergence through the training of arbitrary weights [4]. This capability is one of the key advantages
of the neural network advantages. The most widely used neural networks are error backpropagation
networks. Error backpropagation networks, which are multi-layer networks, are particularly effective
for prediction and classification tasks. In this paper, the error backpropagation network is theoretically
introduced and utilized to solve a set of first-order equations.

The modeling and simulation of the InAs/GaAs QD laser in a DWELL structure are carried out
using a system of coupled equations for the ground state (GS), excited states (ESs), wetting layer
(WL), and separate confinement heterostructures (SCH) layer. The behavior of carrier and photon
densities is described by a set of time-dependent amalgamated differential equations. The SCH layer
andWL contribute to the pumping process, while the two excited states and GS are involved in carrier
dynamics and the lasing process. For the sake of simplicity, it is assumed that eachQD has an identical
shape and size, and the effects of homogeneous and inhomogeneous broadening are neglected. The gain
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spectrum is assumed to be its maximum value. The coupled equations are solved numerically using the
fourth-order Runge-Kutta method [3].

The objective of this paper is to investigate the dynamic influence of carriers on the performance
of QD laser and how this changes with different carrier relaxation times in the GS. By solving the
coupled equations and analyzing the output data, valuable insights such as the output power of the laser,
the P − I (power versus intensity of current) characteristic curve for the three energy states involved in
lasing, and the P −I curve for the ground state at varying relaxation and carrier recombination times are
obtained. Finally, error backpropagation networks are employed to enhance the prediction of the laser
response to current injection at different intervals and to assess the impact of relaxation time on the laser
performance.

2 Carrier and Photon Dynamics and Equations

Figure 1 (a) presents a schematic of the simulated laser cavity with a planar waveguide. The InAs
columnar-shaped quantum dots are grown on an (001) n-type GaAs substrate, known as the wetting
layer (WL), using the self-assembledQD stacking method and Stranski-Krastanov mode, facilitated by
molecular beam epitaxy (MBE). These QDs islands on the WL are sandwiched between two other
layers: GaAs-type SCH and Al0.4Ga0.6As cladding layers [41]. The active region of the QD laser
consists of ten layers ofQD, each with a width of 4 µm and a monolayer height of 8 nm, and the device
operates at room temperature.

The dynamics of carriers and photons in the laser active region can be modeled numerically using a
comprehensive set of coupled equations. TheQD active region comprises five energy states: two states
(WL and SCH) are responsible for the pumping and diffusion of electron-hole pairs, and the other three
levels (GS, ES1, and ES2) are involved in the leasing processes within the cavity. For simplicity, the
time dependency of the current injection is assumed to be constant, meaning that a precise amount of
electrons per unit time is pumped into the active region of the laser. This injection or pumping process
increases the number of electron-hole pairs in the device (electrons in the conduction band (CB) and
holes in the valance band (V B)). Figure 1 (b) illustrates the band diagram of the InAs/GaAs QD laser
active region in the CB [3]. The processes that occur to carriers, specifically electrons in the CB are
also depicted. It is assumed that charge neutrality is always preserved within each quantum dot. Each
electron-hole pair is referred to as an exciton. Using the excitonic approximation, every process that
occurs to electrons in theCB will also occur for holes in the V B, so onlyCB is considered for modeling
purposes.

Each process shown in Figure 1 (b) is associated with a time constant. These time constants include
τSCH for carrier diffusion from the SCH , τsr for carrier recombination in the SCH (decay time),
τeWL for carrier escape from theWL to the SCH , τc for carrier relaxation from the quantum well to the
dot, τe for carrier escape from the quantum dot to the well, τqr for carrier recombination in the WL, τ0
for relaxation time withinQD states, τr for carrier recombination withinQD and τs for photon lifetime.

Upon turning on the laser, the injection current is pumped into the SCH , increasing the electron-
hole pairs or carrier density in the SCH . The injected carriers into the SCH relax to theWL (τSCH )
and undergo another fast relaxation from the WL to ES2 (τc). Most carriers are captured by ES2,
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(a) The QD laser cavity and TEM image of columnar
shapedQDs [41].

(b) Simplified schematic of band diagram with energy states
of CB for InAs/GaAs self-assembled QD laser.

Figure 1: The QD laser structure

some carriers decay (τqr), and several carriers escape from ES2 to the WL (τeES2). The processes
that carriers experience in the GS, ES1, and ES2 are similar, so only ES1 is taken into account for
interpretation. A few carriers relax from ES2 to ES1 (τ0ES2−ES1) and a few carriers relax into the
GS from ES1 (τ0ES1−GS). Additionally, parts of carriers that escape from the GS are captured by the
ES1 (τeGS) and by ES2 (τeSE1). Some carriers decay through spontaneous recombination and Auger
effects (τr). The remaining carriers contribute to the induced emission to produce photons. The ratio of
the injection current to the emitted photon is defined as the quantum efficiency.

By analyzing the carrier dynamics inQDs, a numerical model of theQD laser is constructed using
a set of coupled equations. This model can be introduced by two groups of time-dependent equation:
carrier equation (Equations (1)-(5)) and photon equations (Equations (6)-(8)) as follows:
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+
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dSGS

dt
= −SGS

τs
+ ΓνggGS(2fGS − 1)SGS + βsp

NGS

τsp
, (6)

dSES1

dt
= −SES1

τs
+ ΓνggES1(2fES1 − 1)SES1 + βsp

NES1

τsp
, (7)

dSES2

dt
= −SES2

τs
+ ΓνggES2(2fES2 − 1)SES2 + βsp

NES2

τsp
, (8)

where SGS , SES1 and SES2, are the photon densities in the GS, ES1, and ES2, respectively. NSCH ,
NWL, NES2, NES1 and NGS are the carrier densities in the SCH ,WL, ES2, ES1, and GS, respec-
tively. Note that in the excitonic model, the number of electrons in the CB and the number of holes in
the V B are exactly equal. ηi is the injection current rate, I is the injection current and q is the unit charge.
Terms like -−NGS

τr
,−NES1

τr
,−NES2

τr
,−NWL

τqr
and−NSCH

τsr
are decay rates of carriers inGS,ES1,ES2,

WL, and SCH , respectively . Terms like −N(1−f)
τe

represent the rate of carriers escaping from the
present state to the upper one. Terms N(1−f)

τ0
and−N(1−f)

τ0
show the relaxation rate of carriers from the

upper state into the present one and from the present state into the lower one, respectively. The parame-
ter f indicates the occupation probability of an individual state. Furthermore, the term−NWL(1−fES)

τc
is

the rate of carrier relaxation from theWL to ES2. −SGS

τs
, −SES1

τs
and −SES2

τs
are photon decay rates.

Terms βsp NGS

τsp
, βsp NES1

τsp
and βsp NES2

τsp
are photon production rates due to the spontaneous recombina-

tion, where βsp is the spontaneous emission coupling factor, and τsp is the spontaneous recombination
time. Finally, ΓνggGS(2fGS−1)SGS , ΓνggES1(2fES1−1)SES1 and ΓνggES2(2fES2−1)SES2 depict
the photon production and carrier recombination rates by the stimulated emission of radiation, where νg
is the group velocity, Γ is the optical confinement factor, and g is the maximum gain ofQDs. It is worth
mentioning that the positive terms denote an increase in carriers or photons, and negative terms denote
a decrease in N and S.

When carriers transfer from one state to another, they are influenced by Pauli’s exclusion principle.
The parameter f denotes the occupation probability of the entrance state. Therefore, fGS , fES1, and
fES2 represent the occupation probability of carriers in GS, ES1, and ES2, respectively. It can be
expressed as:

f =
N

µND
, (9)

where N is the density of state for each state, ND is the total number of QDs, and µ is the degeneracy.
The degeneracy of the GS, ES1, and ES2 is 2, 4, and 6, respectively [29].

All parameters in the rate equations play a role in the operation of the QD laser. However, certain
parameters are particularly influential in the dynamics of carriers and photon. Among these, the injection
current and carrier relaxation times are the primary focus of this paper. The impact of these parameters
on the QD working condition is discussed in detail in the subsequent section.

The model presented in this section is simulated using numerical methods for solving equations. An
alternative model based on artificial neural networks will be introduced later in the paper. Our previous
study [3] utilized these rate equations to simulate theQD laser. Here, we follow the same procedure and
obtain new insights into how carrier relaxation times affect laser performance. Additionally, we also use
a novel simulation method employing artificial neural networks to model the QD laser. The outcomes
from both methods will be compared and discussed thoroughly.
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3 Results and Discussions

The system of equations, Equations (1)-(8), involves eight interrelated variables. These equations are
solved numerically using the fourth-order Runge-Kutta method. The resulting output provides insights
into the dynamics of photon and carrier densities in each state, allowing for an analysis of the laser opera-
tional behavior. Various interpretations can be derived from these results, including the laser response to
a stepped injection current, the output power of theGS,ES1, andES2, P −I characteristic, turning-on
time, etc. Some parameters used in the simulation are listed in Table 1.

Table 1: Parameters Used in the simulation [3, 29, 41]

Parameter Notation Value
Cavity Length L 1000m
Refractive index nr 3.5
Reflectivity of Output Mirror R1 0.3
Reflectivity of Another Mirror R2 0.9
Reflectivity of Another Mirror R2 0.9
Energy Gap betweenWL and ES2 ∆WL−ES2 0.0128eV
Energy Gap between ES1 and ES2 ∆ES2−ES1 0.0360eV
Energy Gap between ES1 and GS ∆ES1−GS 0.0370eV
Energy of Each Photon of GS ν 0.9644eV
Spontaneous Emission Coupling Factor βsp 10−7

Injection Current Rate γi 0.9
Optical Confinement Factor Γi 0.1
Peak Gain of GS gGS 25.38× 10−4µm−1

Peak Gain of ES1 gES1 437.58× 10−4µm−1

Peak Gain of ES2 gES2 455.30× 10−4µm−1

Group Velocity νg 8.571× 104µm/ns

Temperature T 293K

QD Density ND 4.3× 1022m−3

The findings from the modeling the InAs/GaAs self-assembled QD laser are presented below.

3.1 Numerical simulation results and laser response to injected current

Figure 2 (a) illustrates the laser output power of GS as a function of time for various injection currents.
The laser switch-on time is determined by this curve as the time when the laser output power reaches
half of its maximum value [3]. Furthermore, the laser stability time is defined as the point at which the
output power reaches a steady state with no further relaxation oscillation. As observed, an increase in
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the injection current leads to a reduction in both the laser switch-on time and the laser stability time, as
well as an increase in the power peak and the achievable steady power. For injection currents exceeding
50mA, theQD laser becomes saturated. This means that further increases in the input injection current
do not result in higher steady-state power, but rather lead to an increase in the switch-on time and power
peak. Figure 2 (a) is consistent with findings reported in the literature [30].

Figure 2 (b) displays the P − I characteristic curve for the three energy states involved in the lasing
process . This curve is a crucial and practical indicator of the laser operational behavior. It provides
the output power of the laser as a function of the input injection current into the active layer. From this
curve, one can determine the threshold current, the efficiency dP/dI , the external quantum efficiency,
and the saturation current.

The threshold current is defined as the injection current at which theP−I curve begins to behave as a
constant function. To excite higher energy states, a greater injection current is necessary to populate these
states with active carriers. Consequently, these upper states emit photons at higher threshold currents.
As shown in Figure 2 (b), upon injection of current, the GS begins to emit photons. Once the GS is
saturated, ES1 starts to emit photons, and after ES1 saturation, electron-hole pairs in ES2 recombine
and emit photons through stimulated emission. The threshold currents for theGS, ES1, andES2 are 9,
45, and 238mA, respectively. It is important to note that a high injection current can damage the active
layer and lead to laser failure.

(a) Output laser power in GS at different injection currents. (b) P − I characteristic curve of GS, ES1, and ES2 [3].

Figure 2: Power characteristic of QD laser

Figure 3 depicts the P − I curve for the GS under various carrier relaxation times from ES1 to
GS. Given that the threshold currents for ES1 and ES2 are high (as shown in Figure 2 (b)) and could
potentially damage cavity elements in an experimental setup, only the GS output is presented in Figure
3. Parameters utilized in the model are detailed in Table 1. The P − I curve is computed for different
recombination lifetimes: (a) τr = 2.8ns and τqr = 3ns, (b) τr = 2.8ns and τqr = 0.5ns and (c)
τr = 1ns and τqr = 0.5ns. Figure 3 (a) corresponds to a high-quality QD and QW , Figure 3 (b) to a
high-quality QD and a low-quality QW , and Figure 3 (c) to a low-quality QD and QW .

Despite the Dirac delta-like density of states inQD leading to high (differential) optical gain, retar-
dation of carrier relaxation into QD energy states is one of the limitations in the design of QD lasers.
This delay is due to state filling, which is a consequence of the exclusion principle, and the requirement
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for energy conservation. This issue is known as the phonon bottleneck problem[42, 44]. However, this
problem has been largely addressed in recent years, and various methods have been proposed to facilitate
the rapid relaxation of carriers into QDs [40]. Consequently, experimentally reported relaxation times
have been incorporated into these result.

As shown in Figure 3 (a), an increase in the carrier relaxation time to theGS leads to a reduction in
quantum efficiency and an increase in threshold current. It is also evident that for a constant injection
current, the laser output power decreases. This behavior is attributed to carriers residing in higher energy
levels for a longer duration at larger relaxation times, which increases the likelihood of the carriers
decay through spontaneous and non-radiative recombination in these levels. As a result, more energy is
required to increase the carriers population to achieve lasing. It is also observed that for larger relaxation
times, the curve remains unchanged after a certain current, indicating that the ground state saturates
earlier at higher τ0s.

In Figure 3 (b), the impact of increasing the relaxation time on theP−I characteristic becomes more
pronounced as the carrier recombination time in the quantum well decreases (indicative of a low-quality
quantum well). A reduction in τqr increases the probability of non-radiative recombination in carriers
outside the dots, and leading to an increase in threshold current due to the enhanced carrier dissipation
in the QD through non-radiative processes. When both the QD and the QW are of low quality (as
in Figure 3 (c), where recombination times are reduced), the increase in the threshold current becomes
significant due to the prolonged relaxation time of carriers into the lasing state. This effect is a result of
carrier decay in the QDs. This scenario holds true even for rapid carrier relaxations into the GS. It is
important to note that an increase in injection current leads to an increase in carriers within the SCH
barrier layer (NSCH , followed by an increase in carriers within the wetting layer Nq , resulting in more
carriers relaxing into QDs and participating in the leasing process.

The dependency of τq , and thus the dependency ofQW crystal quality on the threshold current and
the external quantum efficiency, is due to the delayed carrier relaxation, which increases the opportunity
for carriers to recombine through the non-radiative process outside the dots [40].

Figure 4 depicts the relationship between the laser switch-on time and the injected current at different
relaxation times of the GS. This graph is plotted for three scenarios: (a) high-quality QD and QW , (b)
high-quality QD and low-quality QW , and (c) low-quality QD and QW . The laser switch-on time
exhibits an exponential behavior and is consistent with findings reported in the literature [7, 12]. As
observed in Figure 4, an increase in the relaxation time leads to an increase results in a prolonged laser
switch-on time for a given injection current. This is because, at a certain current, a longer relaxation time
implies that carriers remain in the upper states for a longer duration, consequently delaying the laser turn-
on. As anticipated, a reduction in the QW quality leads to a later turn-on of the laser. Furthermore, a
decrease in theQD quality increases the separation between the graphs at different τ0 times, indicating an
even longer laser switch-on time. The rapid turn-on of a laser is a critical factor in high-speedmodulation
and the modulation response of semiconductor lasers [30].
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(a) P − I characteristic curve for τr = 2.8ns, τqr = 3ns. (b) P − I characteristic curve for τr = 2.8ns, τqr =

0.5ns.

(c) P−I characteristic curve for τr = 1ns and τqr = 0.5ns.

Figure 3: P − I characteristic curve

3.2 Artificial neural network

Artificial neural networks (ANNs) are composed of interconnected, nonlinear processor elements.
These networks consist of individual processor elements that work together to solve a problem. The
processing element of an ANN operates in two phases: the learning phase and the application phase.
During the learning phase, the processor element learns to activate for a specific state. In the appli-
cation phase, when a trained input pattern is recognized, the corresponding output is generated. If the
input pattern does not match any of the previously taught patterns, activation rules determine whether
the output of the cell is activated. In summary, an artificial neural network is a computational method
based on the interconnected elationships of multiple processing units. The network is made up of an
arbitrary number of cells, nodes, units or neurons that link the input set to the output. While artificial
neural networks are not comparable to natural neural systems, they possess capabilities that make them
unique in certain applications, such as pattern separation, robotics, control systems, and generally in
scenarios where learning linear and non-linear mapping is required. A general form of the mathematical
interpretation of neural networks is presented in Figure 5.
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(a) laser switch-on time in terms of injected current for
τr = 2.8ns, τqr = 3ns.

(b) laser switch-on time in terms of injected current for
τr = 2.8ns, τqr = 0.5ns.

(c) laser switch-on time in terms of injected current for τr =

1ns and τqr = 0.5ns.

Figure 4: Laser switch-on time

Figure 5: Conventional mathematical model [13].

Feedforward multilayer neural network with backpropagation

In our investigation, A feedforwardmulti-layer network is structuredwith layers of neuron, typicallywith
full connectivity between neurons of adjacent layers. Such networks, known as Multilayer Feedforward



Izadyar et al. / COAM, 9 (2), Summer-Autumn (2024) 77

Networks (FFN), have proven effective in tackling a wide range of learning and classification tasks.
Training these networks often involves the application of various learning algorithms A prevalent choice
among these is the backpropagation algorithm, which is a supervised learning method. This algorithm
employs gradient descent tominimize themean squared error between the network output and the desired
output. Once the network error is reduced to a predetermined threshold level, the network is considered
to have converged. In this study, we have modeled the data in two cases to forecast the laser response to
current injection over varying intervals and to assess the impact of time on this response. The Figure 6
illustrates the inputs and outputs for these two cases.

Figure 6: Inputs and outputs for two cases.

To model each case, a multi-layer feedforward network equipped with an error backpropagation
algorithm has been employed. This network is characterized by an input layer, a hidden layer, and an
output layer, constituting a three-layer network architecture. Multiple configurations have been explored
to model this network, with the primary difference among these configurations being the number of
neurons and the transfer functions utilized in the hidden layers. Table 2 presents the range of neurons
and transfer functions used in the hidden layers to generate and train different network configurations.

Table 2: Range of neurons and transfer functions used in the hidden layers

Transfer function of layer2 Neuron of layer 2 Transfer function of layer 1 Neuron of layer 1
Tansig Tansig
Logsig Logsig
Satlin 2-12 Satlin 2-12
Satlins Satlins

As indicated in Table 2, the number of neurons employed in the first and second layers fluctuates
from 2 to 12. Furthermore, a single neuron is utilized in the third layer, which is the output layer.
Additionally, this algorithm explores various transfer functions. The transfer functions for the input
and hidden layers include Tansig, Logsig, Satlin, and Satlins. Moreover, the transfer function for the
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output layer is Purelin. Finally, the Trainlm training method is employed for network training. In the
error backpropagation algorithm, laboratory data is utilized randomly to obtain the solution of equations
(1)-(8). This data is divided into three categories: training data (60%), validation data (20%), and
testing data (20%). The training data serves to correct and adjust weights and biases. The validation
data is employed to validate the trained network. Finally, the testing data is used to evaluate the network.
Following the training of different networks for each case, a structure from each case that exhibits higher
accuracy and superior results is chosen. Table 3 displays the specifications of this structure for both cases
6. These models are selected based on theR−square parameter. The values ofR−square parameters
are also listed in Table 3.

Table 3: Specifications of the structure for two cases

Transfer function of layer2 Neuron of layer 2 Transfer function of layer 1 Neuron of layer 1.
Tansig Tansig
Logsig Logsig
Satlin 2-12 Satlin 2-12
Satlins Satlins

In Figure 7(a), the laser response to varying injection currents is depicted over the specified time
frame. This figure has been generated using the neural networks method and corresponds to Figure 2(a).
Through the application of neural networks, the laser output power is calculated for a continuous range
of injected currents. Figure 7(b) presents a top view of Figure 7(a). As anticipated, it is evident in Figure
7(b) that the laser turn-on time decreases exponentially with an increase in the injection current.

To gain a deeper insight into the variation of the laser switch-on time with changes in the carrier
relaxation time to a lower state, Figure 8 has been extracted using artificial neural networks. This figure
illustrates the laser switch-on time across different injection currents and relaxation times. It serves as
a 3D counterpart to Figure 4 (a). As observed and expected, an increase in the relaxation time leads to
a noticeable rise in the laser switch-on time. Additionally, it is apparent that an increase the injection
current results in a decrease in the switch-on time, due to the rapid occupation of the upper energy state
by the carriers. The advantage of this result over Figure 4 (a) lies in its continuous representation and
swift computational cycle. The principal advantages of the artificial neural networks method over the
Runge-Kutta method can be explained as follows:

1. The Runge-Kutta method requires initial values to solve the rate equations (Equations (1)-(8)),
and for accurate calculations, themodel must execute in a correct physical context, running at least
one cycle to determine the true initial values. This process can be time-consuming and complex.
In contrast, neural networks employ arbitrary weights to model the laser, eliminating the need for
initial values.

2. The neural networks method can produce results with continuous variables in a short time.

3. Optimization of the desired laser parameters is more straightforward with the neural networks
method compared to numerical methods such as Runge-Kutta.
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(a) Output power of the QD laser versus time and injected current, derived using the neural net-
works method.

(b) Top view of the laser switch-on time, corresponding to (a).

Figure 7: Results from the artificial neural network method for the QD laser

Figure 8: Laser switch-on time versus injected current and carrier relaxation time, obtained using the neural
network.
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4 Conclusion

In this paper, we have proposed a model for the QD laser based on a set of governing equations. The
QD compound was InAs/GaAs. We have conducted a comprehensive investigation into the dynamics of
carriers and photons. The impact of critical parameters such as injection currents and relaxation times
of carriers to lower energy states has been thoroughly examined and analyzed. The system of coupled
equations was solved numerically using the fourth-order Runge-Kutta method. Through the analysis of
the numerical solutions, we have presented and interpreted various findings. Notable results include the
laser performance under stepped injection current, the P − I characteristic curve for states involved in
lasing, the P − I characteristic curve for the ground state GS at varying relaxation and recombination
times, and the laser switch-on time as a function of injected current at different relaxation times for
three cases: high-quality QD and QW , high-quality QD and low-quality QW , and low-quality QD
and QW . We observed that with the increase of as the injection current increases, the laser switch-on
time and stability time decrease, while the maximum and stable powers increase. The power increase of
continues until the photon emission in each energy state reaches to steady state. Once emission stability
is achieved in each energy state, the upper energy state begins to contribute to the output power of the
device. Additionally, we found that an increase in the relaxation time leads to a higher threshold current
a lower quantum efficiency, a longer laser switch-on time, and a reduction in both the achievable stable
power and the power peak. Furthermore, A decrease in the quality of quantum dots and wells was also
found to diminish the device efficiency. Utilizing the artificial neural networksmethod, we have explored
the response of the laser to a continuous range of the injection currents and demonstrated the exponential
relationship between the laser switch-on time and the injection current in a novel way. Furthermore, the
impact of relaxation time on the laser turn-on visualized using this method. Lastly, we have discussed
the advantages of the neural networks method over the Runge-Kutta method.
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