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1 Introduction

This paper explores the intersection of three key research areas: semi-infinite optimization, multi-
objective programming, and nonsmooth analysis. Our focus is on nonsmooth multi-objective semi-
infinite optimization problems characterized by locally Lipschitz functions. For an in-depth understand-
ing of the properties and significance of locally Lipschitz functions in nonsmooth analysis, we refer the
reader to [1, 3, 4, 19].

Multi-objective semi-infinite programming problems, which entail the simultaneous minimiza-
tion or maximization of multiple conflicting objective functions, constitute a vital class of optimiza-
tion problems. Due to their extensive range of applications, these problems have garnered consid-
erable researchers attention from various perspectives. Notable contributions include studies on dif-
ferentiable cases (see [2, 7], linear cases [14], convex cases [5, 15, 21], as well as nonsmooth cases
[6, 10, 11, 12, 13, 20]. It is important to note that the results reported in [6, 10, 11, 12] rely on the Clarke
subdifferential.

In this paper, we specifically investigate nondifferentiable non convex multi-objective semi-infinite
optimization problems with both locally Lipschitz objective and constraint functions. It has been es-
tablished that the Michel-Penot (M-P) subdifferential can be strictly contained within the Clarke sub-
differential for locally Lipschitz functions (as noted in [1]). Consequently, for optimization problems
incorporating locally Lipschitz functions, the necessary optimality conditions articulated through the
M-P subdifferential are sharper than those derived from the Clarke subdifferential. Thus, our objective
is to present a multiplier rule based on the M-P subdifferential, with subsequent implications for larger
subdifferentials.

The structure of paper is as follows. Section 2 introduces the necessary notations, foundational
definitions, and preliminary concepts that will be utilized throughout the paper. In Section 3, we establish
several constraint qualifications and derive Karush-Kuhn-Tucker type necessary optimality conditions
for nonsmooth multi-objective semi-infinite optimization problems. Finally, Section 4 concludes the
paper with a summary of our findings.

2 Notations and Preliminaries

In this paper, we denote the standard inner product of two vectors x and y in Rn will be denoted by
〈x, y〉, and the zero vector in Rn is represented by 0.

For a subsetA ⊆ Rn, we useA to denote the closure ofA and ri(A) to represent the relative interior
ofA. Additionally, we define the convex hull, convex cone, closed convex hull, and closed convex cone
generated by A using the following notations: conv(A), cone(A), conv(A) and cone(A), respectively.
These are formally defined as follows:

conv(A) :=
⋂{

B | B is convex and A ⊆ B
}
, if A 6= ∅, and conv(∅) := ∅,

cone(A) :=
⋃
{r conv(A) | r ≥ 0

}
, if A 6= ∅, and cone(∅) := {0},
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conv(A) := conv(A), and cone(A) := cone(A).

The following theorem, as established by [8, 18], provides important properties regarding the convex
hull and cone associated with a nonempty compact set in Rn:

Theorem 1. Let A be a nonempty compact subset of Rn. Then, we have:

i. conv(A) is a closed set.

ii. If 0 /∈ conv(A), then cone(A) is a closed cone.

The negative polar and the strictly negative polar of a set A ⊆ Rn are defined respectively, as
follows:

A0 :=
{
u ∈ Rn | 〈u, x〉 ≤ 0, ∀x ∈ A

}
, if A 6= ∅ and ∅0 := {0},

A− :=
{
u ∈ Rn | 〈u, x〉 < 0, ∀x ∈ A

}
, if A 6= ∅ and ∅− := ∅.

It is established in [8] that the negative polar A0 is always a closed convex cone in Rn, with the
following relationships holding true:

A0 =
(
A
)0

=
(
conv(A)

)0
=
(
cone(A)

)0
, (1)

and
A− =

(
conv(A)

)−
=
(
cone(A)

)−
. (2)

Furthermore, if A− 6= ∅, then it follows that A0 = A−.
For an arbitrary index set Ω, let Bγ ⊆ Rn be a nonempty convex set for each γ ∈ Ω, and let

B :=
⋃

γ∈ΩBγ . According to findings presented in [8, 18], the convex hull and the cone of B can be
expressed as:

conv(B) =

∑
γ∈Ω∗

αγBγ | αγ ≥ 0,
∑
γ∈Ω∗

αγ = 1, Ω∗ ⊆ Ω, |Ω∗| <∞

 , (3)

cone(B) =

∑
γ∈Ω∗

αγBγ | αγ ≥ 0, Ω∗ ⊆ Ω, |Ω∗| <∞

 . (4)

We also define the tangent cone of a set A ⊆ Rn, at a point x̂ ∈ A as follows:

ΓA(x̂) :=
{
d ∈ Rn | ∃ {(tk, dk)} → (0+, d); x̂+ tkdk ∈ A, ∀k ∈ N

}
.

It is noteworthy that ΓA(x̂) is closed cone, which may not necessarily be convex, in Rn.
Consider a locally Lipschitz function f : Rn → R. The Micheal-Penot (M-P) directional derivative

of f at the point x̂ ∈ Rn in the direction of v ∈ Rn, as introduced in [16], is defined by

f⋄(x̂; v) := sup
w∈Rn

lim sup
α↓0

f(x̂+ αv + αw)− f(x̂+ αw)

α
.

The M-P subdifferential of f at the point x̂ is then defined as
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∂⋄f(x̂) :=
{
ξ ∈ Rn | 〈〈ξ, v〉〉 ≤ f⋄(x̂; v), ∀v ∈ Rn

}
.

The M-P subdifferential serves as a natural generalization of the standard derivative. Notably, it is
known (see [16, Proposition 1.3]) that if the function f is differentiable at x̂, then ∂⋄f(x̂) = ∇f(x̂).
Moreover, when g : Rn → R is convex function, the M-P subdifferential coincides with the subdiffer-
ential as defined in convex analysis:

∂⋄g(x̂) = ∂g(x̂) :=
{
ξ ∈ Rn | g(x)− g(x̂) ≥ 〈ξ, x− x̂〉, ∀x ∈ Rn

}
.

The following theorem summarizes essential properties of the M-P directional derivative and the
M-P subdifferential, as delineated in [16, 17]. These properties will serve as a critical foundation for the
analyses that follow.

Theorem 2. Let f and h be locally Lipschitz functions mapping from Rn to R, with a given point
x̂ ∈ Rn. Then, the following assertions are established:

i. The following relationships hold:

f⋄(x̂; v) = max
{
〈ξ, v〉 | ξ ∈ ∂⋄f(x̂)

}
,

∂⋄
(
max{f, g}

)
(x̂) ⊆ conv

(
∂⋄f(x̂) ∪ ∂⋄h(x̂)

)
,

∂⋄(λf + µh)(x̂) ⊆ λ∂⋄f(x̂) + µ∂⋄h(x̂), ∀λ, µ ∈ R.

ii. The mapping v → f⋄(x̂; v) is finite, positively homogeneous, and subadditive on Rn. Moreover,
it holds that

∂
(
f⋄(x̂; ·)

)
(0) = ∂⋄f(x̂).

iii. The set ∂⋄f(x̂) is nonempty, convex , and compact within Rn.

Theorem 3. (Mean Value Theorem) [3]. Let x, y ∈ Rn, and assume that f is a locally Lipschitz
function from Rn to R. Then, there exist a point u located within the open line segment (x, y), such that

f(y)− f(x) ∈
〈
∂⋄f(u), y − x

〉
.

3 Main Results

In the subsequent sections of this paper, we will analyze the following multi-objective semi-infinite
optimization problem:

(P) : inf
(
φ1(x), . . . , φm(x)

)
s.t. ϑj(x) ≤ 0, i ∈ J,

x ∈ Rn,

where the functions φi : Rn → R and ϑj : Rn → R, for i ∈ I := {1, . . . ,m} and j ∈ J , are assumed
to be locally Lipschitz. The index set J 6= ∅ is arbitrary and may not necessarily be finite. We define
the feasible region of problem (P) as follows:

F =
{
x ∈ Rn | ϑj(x) ≤ 0, ∀j ∈ J

}
.
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Let x̂ ∈ F be a specified point. The index set of all active constraints at x̂ is defined as

J(x̂) :=
{
j ∈ J | ϑj(x̂) = 0

}
.

A feasible point x̂ ∈ F is classified as a weakly efficient solution to problem (P ) if there is no
x ∈ F such that

φi(x) < φi(x̂), ∀i ∈ I.

Furthermore, a point x̂ ∈ F is termed an efficient solution to (P ) if there is no x ∈ F that satisfies
φi(x) ≤ φi(x̂) for all i ∈ I with(

φ1(x), . . . , φm(x)
)
6=
(
φ1(x̂), . . . , φm(x̂)

)
.

We denote the set of all weakly efficient solutions as E and the set of all efficient solutions asW . It
is evident that E ⊆ W .

Following the framework established in [5], for each x̂ ∈ F and i0 ∈ I , we define:

Qi0(x̂) :=
{
x ∈ F | φi(x) ≤ φi(x̂), ∀i ∈ I \ {i0}

}
,

Qi0(x̂) := F , ifm = 1.

For simplicity, we will denote Qi(x̂) by Qi throughout this paper. We also introduce the following
notations:

Ωx̂ :=
⋃
i∈I

∂⋄φi(x̂), and Υx̂ :=
⋃

j∈J(x̂)

∂⋄ϑj(x̂).

Now, we will consider following types of Abadie constraint qualifications, which include weak, gener-
alized, and refined Abadie constraint qualifications:

(WACQ): (Ωx̂)− ∩ (Υx̂)0 ⊆ ΓF (x̂),

(GACQ): (Υx̂)0 ⊆ ΓF (x̂),

(RACQ): (Ωx̂)0 ∩ (Γx̂)0 ⊆
⋂

i∈I ΓQi(x̂).

The following theorem elucidates the interrelation among the aforementioned constraint qualifica-
tions.

Theorem 4. The subsequent implications hold true at the feasible point x̂ ∈ F .

GACQ ⋆−→ RACQ
↘ ↙

WACQ
, (5)

where the implication ‘‘ ⋆−→ ” is valid whenm = 1.

Proof. GACQ−→WACQ: This implication follows from the inclusion

(Ωx̂)− ∩ (Υx̂)0 ⊆ (Υx̂)0.

RACQ−→WACQ: This relationship is a direct corollary of the following inclusions:

(Ωx̂)− ∩ (Υx̂)0 ⊆ (Ωx̂)0 ∩ (Υx̂)0 and
⋂
i∈I

ΓQi(x̂) ⊆ ΓF (x̂).
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GACQ ⋆−→RACQ: In the case wherem = 1,

ΓF (x̂) =
⋂
i∈I

ΓQi(x̂) and
(
∂⋄φ1(x̂)

)0 ∩ (Υx̂)0 ⊆ (Υx̂)0,

leading to an immediate result.

The following lemma is significant for the subsequent discussion.

Lemma 1. If x̂ ∈ W , then
(Ωx̂)− ∩ ΓF (x̂) = ∅.

Proof. Assume, for the sake of contradiction, that there exists a vector

d ∈ (Ωx̂)− ∩ ΓF (x̂).

By the definition of the tangent cone, there exist sequences {tk} → 0+ and {dk} → d such that x̂ +

tkdk ∈ F for all k ∈ N. Moreover, since d ∈ (Ωx̂)−, it follows that〈
ξ, d
〉
< 0, ∀ξ ∈ ∂⋄φi(x̂), ∀i ∈ I. (6)

The Mean Value Theorem 3 implies that for each k ∈ N, there exist some uk ∈ (x̂ , x̂+ tkdk) and
ξk ∈ ∂⋄φ1(uk) such that

φ1(x̂+ tkdk)− φ1(x̂) = tk
〈
ξk, dk

〉
. (7)

The upper semicontinuity of the set-valued mapping x 7→ ∂⋄φ1(x) and the convergence

uk → x̂,

indicate that we can extract a subsequence ξkp
of ξk such that ξkp

→ ξ̂ ∈ ∂⋄φ1(x̂). From equations (6)
and (7), we derive that

φ1(x̂+ tkp
dkp

)− φ1(x̂) = tkp

〈
ξkp

, dkp

〉
−→

〈
ξ̂, d
〉
< 0.

Thus, there exists a positive numberM1 > 0 such that

φ1(x̂+ tkp
dkp

) < φ1(x̂), ∀ p > M1.

This demonstrates that there exists a subsequence
{
x̂+ t

(1)
k d

(1)
k

}
of
{
x̂+ tkdk

}
satisfying

φ1(x̂+ t
(1)
k d

(1)
k ) < φ1(x̂).

Applying the same reasoning to
{
x̂ + t

(1)
k d

(1)
k

}
and φ2, we deduce from (7) that there exist a sub-

sequence
{
x̂+ t

(2)
k d

(2)
k

}
of
{
x̂+ t

(1)
k d

(1)
k

}
such that for sufficiently large indices, we have

φ1(x̂+ t
(2)
k d

(2)
k ) < φ1(x̂) and φ2(x̂+ t

(2)
k d

(2)
k ) < φ2(x̂).

By repeating this argument, we can construct a subsequence
{
x̂ + t

(m)
k d

(m)
k

}
of
{
x̂ + tkdk

}
such

that
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

φ1(x̂+ t
(m)
k d

(m)
k ) < φ1(x̂),

φ2(x̂+ t
(m)
k d

(m)
k ) < φ2(x̂),

...

φm(x̂+ t
(m)
k d

(m)
k ) < φm(x̂).

The derived inequalities along with the fact that
{
x̂ + t

(m)
k d

(m)
k

}
⊂ F , contradict the assumption

that x̂ ∈ W . This contradiction supports the validity of the lemma.

Theorem 5. If the WACQ holds at x̂ ∈ W , then the following relationship holds:

0 ∈ conv
(
Ωx̂
)
+ cone

(
Υx̂
)
. (8)

Proof. By virtue of the WACQ and Lemma 1, we can conclude that(
Ωx̂
)− ∩ (Υx̂

)0
= ∅. (9)

Utilizing Equations (1) and (2), we determine the equalities(
conv

(
Ωx̂
))−

=
(
Ωx̂
)−
, and

(
cone

(
Υx̂
))0

=
(
Υx̂
)0
,

which, in conjunction with equation (9), leads us to derive:(
conv

(
Ωx̂
))−
∩
(
cone

(
Υx̂
))0

= ∅. (10)

We further assert that: (
conv

(
Ωx̂
))
∩
(
− cone

(
Υx̂
))
6= ∅. (11)

Assuming the contrary, if relation (11) does not hold, we would have:(
conv

(
Ωx̂
))
∩
(
− cone

(
Υx̂
))

= ∅.

Given that conv
(
Ωx̂
)
is a non-empty compact convex set, while cone

(
Υx̂
)
represents a closed con-

vex cone, the Strong Separation Theorem (refer to e.g., [8]) and the last equality imply that there exists
a vector q ∈ Rn satisfying: 

〈
q, y
〉
< 0, ∀y ∈ conv

(
Ωx̂
)

〈
q, y
〉
≤ 0, ∀y ∈ cone

Consequently, we have:

q ∈
(
conv

(
Ωx̂
))−
∩
(
cone

(
Υx̂
))0

,

which contradicts (10). This contradiction confirms the validity of (11). Since (11) implies (8), the proof
is complete.
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As demonstrated, the Abadie-type constraint qualifications introduced herein are effective for deriv-
ing optimality conditions for the problem (P ). The primary challenge lies in verifying the establishment
of these qualification conditions, which often proves difficult due to their dependence on the compu-
tation of tangent cones. Therefore, developing an algebraic condition to verify these qualifications,
independent of the tangent cone calculations, holds considerable practical significance. This discussion
will be elaborated upon in the remainder of the paper, beginning with the introduction of an appropriate
definition.

Definition 1. The problem (P ) is considered to be perfect at x̂ ∈ F if the following conditions are
satisfied:

A1. The set J is a compact set within a certain metric space, and the set-valued function j → ϑj(x̂) is
upper-semicontinuous on J .

A2. The condition (Υx̂)− 6= ∅ holds.

It is important to note that the condition (A1) is frequently assumed in many references (see e.g.,
[5, 7, 12]). Additionally, condition (A2) is referred to as the Cottle constraint qualification in some
literature, while in others, it is known as the Mangasarian-Fromovitz constraint qualification (see, e.g.,
[7] and [5], respectively).

Lemma 2. If the problem (P ) is perfect at x̂ ∈ F , then both conv
(
Υx̂
)
and cone

(
Υx̂
)
are closed convex

sets.

Proof. By condition A1 and compactness of ∂⋄ϑj(x̂) as j ∈ J(x̂), it is evident thatΥx̂ is a compact set
(refer to, e.g., [9, 20]). Consequently, conv

(
Υx̂
)
is closed by Theorem 1(i). Moreover, given condition

A2 and (2), we can assert that: (
conv

(
Υx̂
))−

=
(
Υx̂
)− 6= ∅,

which leads us to conclude that 0 /∈ conv
(
Υx̂
)
. Therefore, cone

(
Υx̂
)
is also a closed set by Theorem

1(ii).

Assuming that condition (A1) is hold, we define:

Ψ(x) := max
j∈J

ϑj(x), ∀x ∈ F .

It follows straightforwardly thatΨ(·) is locally Lipschitz, since each ϑj possesses this property. The
proof of the estimate:

Ψ⋄(x̂; d) ≤ max
j∈J(x̂)

ϑ⋄j (x̂; d), ∀d ∈ Rn, (12)

is completely analogous to the proof of step 1 in [3, Theorem 2.8.2]. It is noteworthy that the function
j → ϑ⋄j (x̂; d) is upper-semicontinuous and J(x̂) is compact, thus, the use of the notation “max” is
justified in (12).

Lemma 3. If the problem (P ) is perfect at x̂ ∈ F , then the following inclusion holds:

∂⋄Ψ(x̂) ⊆ conv
(
Υx̂
)
.
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Proof. Let ξ ∈ ∂⋄Ψ(x̂) be an arbitrary element. From inequality (12), we can derive that:

max
j∈J(x̂)

ϑ̂j(d) ≥
〈
ξ, d
〉
, ∀d ∈ Rn,

where ϑ̂j(d) := ϑ⋄j (x̂; d). Given that the functions ϑ̂j(·) are convex and satisfy ϑ̂j(0) = 0 for each
j ∈ J , the above inequality implies that:

Ψ̂(d)− Ψ̂(0) ≥
〈
ξ, d− 0

〉
, ∀d ∈ Rn,

where Ψ̂ is defined as Ψ̂(d) := maxj∈J(x̂) ϑ̂j(d). Consequently, we find that:

ξ ∈ ∂⋄Ψ̂(0).

Furthermore, the function ϑ̂j is continuous at d̂ := 0 for all j ∈ J , and the mapping j → ϑ̂j(d) is
upper-semicontinuous for every d ∈ Rn . Thus, the well-known Pshenichnyi-Levin-Valadire Theorem
([8], pp. 267) can be utilized, yielding:

∂Ψ̂(0) = conv
( ⋃
j∈Ĵ(0)

∂ϑ̂j(0)
)
,

where Ĵ(0) :=
{
j ∈ J(x̂) | ϑ̂j(0) = Ψ̂(0) = 0

}
. This confirms the desired result, since conv

(
Υx̂
)
is

closed by Lemma 2. Furthermore, the following equalities hold trivially:

Ĵ(0) = J(x̂), and ∂ϑ̂j(0) = ∂⋄ϑj(x̂).

We can now present a significant result that provides a sufficient condition for establishing of
WACQ.

Theorem 6. If the problem (P ) is perfect at x̂ ∈ F , then the WACQ holds at x̂.

Proof. Let d ∈
(
Υx̂
)− be an arbitrarily vector. From the equality

(
Υx̂
)−

=
(
conv

(
Υx̂
))−

,

holds by (2), it follows that

d ∈
(
conv

(
Υx̂
))−

⊆
(
∂⋄Ψ(x̂)

)−
,

by Lemma 3. Therefore, we have 〈ξ, d〉 < 0 for all ξ ∈ ∂⋄Ψ(x̂), which implies

Ψ⋄(x̂; d) = max{〈ξ, d〉 | ξ ∈ ∂⋄Ψ(x̂)} < 0.

Consequently, there exists a scalar δ > 0 such that

Ψ(x̂+ βd) < Ψ(x̂) ≤ 0, ∀ β ∈ (0, δ].

Thus, for all j ∈ J , we conclude that

ϑj(x̂+ βd) ≤ Ψ(x̂+ βd) < 0, ∀β ∈ (0, δ].
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As a result, for all β ∈ (0, δ] we have x̂+ βd ∈ F , leading to the conclusion

d ∈ ΓF (x̂).

Since d was chosen arbitrary from
(
Υx̂
)−, we have thus proved(
Υx̂
)− ⊆ ΓF (x̂).

Given that
(
Υx̂
)− 6= ∅ by condition A2, the closedness of ΓF (x̂) entails that

big(Υx̂
)0

=
(
Υx̂
)− ⊆ ΓF (x̂) = ΓF (x̂),

Thus, the proof is complete.

We can now present the Karush-Kuhn-Tucker optimality condition for the problem (P ) at
x̂ ∈ W .

Theorem 7. Suppose that x̂ ∈ W and that at least one of the following assertions holds:

i. WACQ is satisfied at x̂ and cone
(
Υx̂
)
is closed.

ii. GACQ is satisfied at x̂ and cone
(
Υx̂
)
is closed.

iii. RACQ is satisfied at x̂ and cone
(
Υx̂
)
is closed.

iv. The problem (P ) is perfect at x̂.

Then, there exist non-negative scalars αi ≥ 0, i ∈ I such that
∑m

i=1 αi = 1, and non-negative scalars
βj ≥ 0, j ∈ J(x̂) with βj 6= 0 for only finitely many indices, satisfying the relation

0 ∈
m∑
i=1

αi∂
⋄φi(x̂) +

∑
j∈J(x̂)

βj∂
⋄ϑj(x̂). (13)

Proof. The result follows immediately from the application of (5), along with Lemma 2, and Theorems
5 and 6.

It is important to note that assumption of closedness for cone
(
Υx̂
)
is specified in first three condi-

tions of the theorem above. The subsequent example illustrates that this assumption cannot be omitted,
even in the convex case.

Example 1. Consider the following optimization problem:

inf
(
φ1(x1, x2), φ2(x1, x2)

)
:= (x1, x1)

s.t. ϑj(x1, x2) ≤ 0 j ∈ J := N \ {1},
(x1, x2) ∈ R2,

where ϑj denotes the support function of the set

Dj := conv
{
(− j
√
α,−α) | 0 ≤ α ≤ 1

}
,

given by
ϑj(x1, x2) := sup

(a1,a2)∈Dj

{〈
(a1, a2), (x1, x2)

〉}
, ∀j ∈ J.

A brief analysis yields the following results:
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• The feasible set is given by F =
{
(x1, x2) ∈ R2 | x1 ≥ 0, x1 + x2 ≥ 0

}
,

• The candidate optimal solution is x̂ := (0, 0) ∈ W ,

• The directional derivatives are ∂⋄φ1(x̂) = ∂⋄φ2(x̂) = {(1, 0)},

• The index set is J(x̂) = J ,

• The directional derivatives of the support function are ∂⋄ϑj(x̂) = Dj , ∀j ∈ J .

It is straightforward to verify that the WACQ holds at x̂. Moreover, we can characterize the set of
sums of weighted directional derivatives as follows:{∑

i∈I

βj∂
⋄ϑj(x̂) | βj ≥ 0, and βj 6= 0 for finitely many j ∈ J(x̂)

}
=
{
(x1, x2) ∈ R2 | x2 ≥ x1, x1 < 0, x2 < 0

}
∪
{
(0, 0)

}
.

Therefore, there exists no sequence of scalars as in Theorem 7 satisfying (13). Importantly, the
conclusions of Theorem 5 apply at the point x̂; however, it can be noted that the optimization problem
is not perfect at x̂, and the cone generated by cone

(
Υx̂
)
is not closed in this problem.

In nearly all examples considered, we have been unable to obtain positive multipliers αis associated
with the vector-valued objective function, specifically, some of the αis values may equal to zero. This
indicates that certain components of the vector-valued objective function do not influence the necessary
conditions for weakly efficiency. To address the situation wherein some multipliers αis associated with
the objective function become zero in finite vector optimization problems, various approaches have de-
veloped in recent years, leading to the establishment of strongKarush-Kuhn-Tucker necessary optimality
conditions. We define the strong Karush-Kuhn-Tucker condition for problem (P ), as the requirement
that all multipliers αi remain positive for each component of the objective function.

Lemma 4. If x̂ ∈ E , then the following holds:(
∂⋄φℓ(x̂)

)− ∩ ΓQℓ(x̂) = ∅, ℓ ∈ I.

Proof. Assume for the sake of contradiction that there exists a vector d such that for some ℓ ∈ I ,

d ∈
(
∂⋄φℓ(x̂)

)− ∩ ΓQℓ(x̂). (14)

By the definition of the tangent cone, there exists a sequence (tk, dk)→ (0+, d) such that x̂+tkdk ∈
Qℓ for each k ∈ N. Consequently, the definition of Qℓ implies that

φi(x̂+ tkdk) ≤ φi(x̂), i ∈ I \ {ℓ}, k ∈ N,

x̂+ tkdk ∈ F , k ∈ N.

(15)

Moreover, the condition represented by (14) leads to
〈
ξ, d
〉
< 0 for all ξ ∈ ∂⋄φℓ(x̂). Following the

argument in the proof of Lemma 1, we can conclude that for some positive constantM ,

φl(x̂+ tkdk)− φl(x̂) < 0, k ≥M. (16)

However, the statements in (15) combined with (16) contradicts the condition that x̂ ∈ E . Therefore,
the initial assumption is false, and the proof is complete.
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We now present the strong Karush-Kuhn-Tucker optimality condition for the problem (P ) at x̂ ∈ E .

Theorem 8. Let x̂ ∈ E and assume that the RACQ holds at x̂. If

(
Ωx̂
)0 \ {0} ⊆ m⋃

i=i

(
∂⋄φi(x̂)

)−
,

then there exist scalars αi > 0 (for i ∈ I) and βj ≥ 0 (for j ∈ J(x̂)), with βj 6= 0 for only finitely many
indices, such that

0 ∈
m∑
i=1

αi∂
⋄φi(x̂) +

∑
j∈J(x̂)

βj∂
⋄ϑj(x̂).

Proof. From [18, Theorem 6.9], we have that

ri
(
conv

(
Ωx̂
))
⊆
{ m∑

i=1

αiξi | ξi ∈ ∂⋄φi(x̂), αi > 0,

m∑
i=1

αi = 1
}
.

Thus, it suffices to demonstrate that

0 ∈ ri
(
conv

(
Ωx̂
))

+ cone
(
Υx̂
)
. (17)

Assuming for the sake of contradiction that the relation (17) does not hold, we then have

ri
(
conv

(
Ωx̂
))
∩
(
− cone

(
Υx̂
))

= ∅.

Applying the strong convex separation theorem ([18, Theorem 11.3]), there exists a hyperplane
H :=

{
x |
〈
x, d
〉
= 0 for some d ∈ Rn \ {0}

}
that properly separates conv

(
Ωx̂
)
and

(
− cone

(
Υx̂
))
.

Consequently, there exists a vector d ∈ Rn such that

0 6= d ∈
(
conv

(
Ωx̂
))0
∩
(
cone

(
Υx̂
))0

=
(
Ωx̂
)0 ∩ (Υx̂

)0
.

Given the RACQ condition and the theorem assumption, we conclude that

d ∈
( m⋃

i=1

(
∂⋄φi(x̂)

)−) ∩ ( m⋂
i=1

ΓQi(x̂)
)
.

Thus, for all ℓ ∈ I , we find (
∂⋄φℓ(x̂)

)− ∩ ΓQℓ(x̂) = ∅,

which contradicts the result established in Lemma 4. This contradiction verifies the theorem.

4 Conclusion

This paper presents several extensions of Abadie constraint qualification tailored for nonsmooth multi-
objective semi-infinite optimization problems. Utilizing these constraint qualifications, we establish
various necessary optimality conditions in Karush-Kuhn-Tucker type for both weakly efficient and ef-
ficient solutions. The results are expressed in term of the Micheal-Penot subdifferential, which offers
greater accuracy and nuanced framework compared to the Clarke subdifferential, albeit with increased
complexity in application.



Rezaee/ COAM, 9 (2), Summer-Autumn (2024) 185

Declarations

Availability of Supporting Data
All data generated or analyzed during this study are included in this published paper.

Funding
The authors conducted this research without any funding, grants, or support.

Competing Interests
The authors declare that they have no competing interests relevant to the content of this paper.

References

[1] Borwein, J.M., Lewis, A.S. (2000). “Convex Analysis and Nonlinear Optimization: Theory and
Examples”, Springer, New York.

[2] Caristi, G., Ferrara, M., Stefanescu, A. (2012). “Semi-infinite multiobjective programming with
generalized invexity”, Journal of Mathematical Analysis and Applications, 388, 432-450.

[3] Clarke, F.H. (1983). “Optimization and nonsmooth analysis”, Wiley, Interscience.

[4] Giorgi, J., Gwirraggio, A., Thierselder, J. (2004). “Mathematics of optimization: Smooth and non-
smooth cases”, Elsevier.

[5] Goberna, M.A., Kanzi, N. (2017). “Optimality conditions in convex multiobjective SIP”, Mathe-
matical Programming, 164, 167-191.

[6] Habibi, S., Kanzi, N., Ebadian, A. (2020). “Weak Slater qualification for nonconvexmultiobjective
semi-infinite programming,” Iranian Journal of Science and Technology, Transactions A: Science,
44, 417-424.

[7] Hettich, R., Kortanek, O. (1993). “Semi-infinite programming: Theory, methods, and applica-
tions”, SIAM Review, 35, 380-429.

[8] Hiriart-Urruty, J.B., Lemarechal, C. (1193). “Convex analysis andminimization algorithms. I: Fun-
damentals”, Part of the book series: Grundlehren der mathematischenWissenschaften (GL, volume
305), Springer, Berlin.

[9] Kanzi, N. (2013). “Lagrange multiplier rules for nondifferentiable DC generalized semi-infinite
programming problems,” Journal of Global Optimization, 56, 417-430.

[10] Kanzi, N. (2014). “Constraint qualifications in semi-infinite systems and their applications in non-
smooth semiinfinite problems with mixed constraints,” SIAM Journal on Optimization, 24, 559-
572.



186 Abadie Type Constraint Qualifications and Optimality .../ COAM, 9 (2), Summer-Autumn (2024)

[11] Kanzi, N. (2015). “Karush–Kuhn–Tucker types optimality conditions for non-smooth semi-infinite
vector optimization problems,” Journal of Mathematical Extension, 9, 45-56.

[12] Kanzi, N. (2017). “Necessary and sufficient conditions for (weakly) efficient of nondifferentiable
multi-objective semi-infinite programming,” Iranian Journal of Science and Technology, Transac-
tion A, Science, 42, 1537-1544.

[13] Kanzi, N., Soleimani-Damaneh, M. (2020). “Characterization of the weakly efficient solutions in
nonsmooth quasiconvex multiobjective optimization”, Journal of Global Optimization, 77, 627-
641.

[14] Kanzi, N., Shaker Ardekani, J., Caristi, G. (2018). “Optimality, scalarization and duality in linear
vector semi-infinite programming”, Optimization, 67, 523-536.

[15] Li, W., Nahak, C., Singer, I. (2000). “Constraint qualifications in semi-infinite systems of convex
inequalities”, SIAM Journal on Optimization, 11, 31-52.

[16] Michel, P., Penot, J.P. (1984). “Calcul sous- differentiel pour des fonctions lipschitziennes et non
lipschitziennes”, Comptes Rendus de l’Académie des sciences numérisés sur le Paris sér. I Math-
ematics, 12(1984), 269-272.

[17] Michel, P., Penot, J.P. (1992). “AGeneralized derivative for calm and stable functions”, Differential
and Integral Equations, 5, 433-454.

[18] Rockafellar, R.T. (1970). “Convex analysis”, Princeton University Press, Princeton, NJ

[19] Rockafellar, R.T., Wets, J.B. (1998). “Variational analysis”, Springer-Verlag.

[20] Upadhyay, B.B., Ghosh, A., Kanzi, N., Soroush, H. (2024). “Constraint qualifications for nons-
mooth multiobjective programming problems with switching constraints on Hadamard manifolds”,
Bulletin of the Malaysian Mathematical Sciences Society, 47, 1-28.

[21] Winkler, K.A. (2008). “Characterization of efficient and weakly efficient points in convex vector
optimization”, SIAM Journal on Optimization, 19, 756-765.


	A Sub-Ordinary Approach to Achieve Near-Exact Solutions for a Class of Optimal Control Problemsto.44em.
	Akbar Hashemi Borzabadi, Mohammad Gholami Baladezaei, Morteza Ghachpazan 
	A Multi-Objective Model for Humanitarian Logistics Model During an Earthquake Crisis: A Case Study of Iranto.44em.
	Maryam Yaghoubi, Fatemeh Dadmand 
	New Soliton Solutions to the Coupled Conformable Time-Fractional Boussinesq Equation to.44em.
	Ahmad Sharif 
	On Constraint Qualifications and Optimality Conditions in Nonsmooth Semi-infinite Optimizationto.44em.
	Atefeh Hassani Bafrani 
	 Impact of Carrier Relaxation Time on the Performance of Quantum Dot Laser with Planar Cavities Using Artificial Neural Networksto.44em.
	Seyed Mohsen Izadyar, Mohammad Eshaghnezhad, Hossein Davoodi Yeganeh 
	Mordukhovich Normal Cone of Optimization Problems with Switching Constraintsto.44em.
	Arash Farhadi Hikooee, Sharifeh Rezagholi 
	A New Approach to Control of Legged Robotsto.44em.
	Majid Anjidani 
	Optimal Adaptive Sliding Mode Control for a Class of Nonlinear Affine Systemsto.44em.
	Masoomeh Ebrahimipour, Saeed Nezhadhosein, Seyed Mehdi Mirhosseini-Alizamini 
	Optimizing Banking Network Resilience to Exchange Rate Shocksto.44em.
	Hadi Adib, Akbar Mirzapour Babajan, Beitollah Akbari Moghadam, Roozbeh Balounejad Nouri 
	Control and Synchronization of the Genesio-Tesi Chaotic System: A Contraction Analysis-Based Graphical Method to.44em.
	Hossein Kheiri, Mehdi Zavieh, Bashir Naderi 
	Abadie-Type Constraint Qualifications and Optimality Conditions for Nonsmooth Multi-Objective Semi-Infinite Problemsto.44em.
	Ahmad Rezaee 
	An Adaptive Time-Stepping Algorithm to Solve a Stochastic Lotka-Volterra Competition System with Time-Variable Delaysto.44em.
	Ali Valinejad, Afshin Babaei, Zahra Zarei 

