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1 Introduction

The notion of gap function for mathematical programming problems has been studied
in various publications. This concept was first defined by Hearn in [7] for the scalar
value convex optimization problems, and was then introduced for variational inequality
problem in [1].

For multi-objective optimization problems with smooth data, the gap function has
been presented in [4] as a set-valued function. Also, two kinds of set-valued gap func-
tions are introduced for smooth and non-smooth multiobjective optimizations in [14].
Since the initial calculations of set-valued functions are faced with special problems,
working with these gap functions is very difficult. Recently, Caristi et al. [4] intro-
duced some single-valued gap functions, with complex structures, for multi-objective
optimization problems.

All previously mentioned papers considered the (multiobjective) optimization prob-
lems with the finite number of constraints. Kanzi and Soleymani-Damaneh [10] stud-
ied the concept of gap function for optimization problems with the infinite number of
quasi-convex constraints, i.e., quasi-convex semi-infinite problems. Also, the concept
of gap function extended to linear semi-infinite multiobjective optimization in [11], and
quasi-variational inequality problems in [13].

The purpose of this article is to introduce several scalar-valued gap functions, with
simple structures, for semi-infinite multi-objective optimization problems with locally
Lipschitz functions. In fact, the purpose of the present paper is to give a generalization
of sources listed above. The paper mainly deals with constrained optimization problems
formulated as

(P )

{
minimize f(x) :=

(
f1(x), . . . , fp (x)

)
subject to gα (x) ≤ 0 with α ∈ A,

where fi : Rn → R ∪ {+∞} for i ∈ ∆ := {1, . . . , p} and gα : Rn → R for α ∈ A are
(not necessary differentiable) locally Lipschitz functions, and the index set A ̸= ∅ is
arbitrary.

It is worth mentioning that Mastroeni [12] presented a descent method for solving
the variational inequalities and optimization problems (under differentiability) based
on gap function algorithms. Also, some applications of gap functions in iteration al-
gorithms, proper efficiency, and scalarization of multiobjective optimization can be
studied in [4, Section 5].
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2 Notations and Preliminaries

In this section, we present definitions and auxiliary results that will be needed in the
rest of the paper.

Let Rm be the m−dimensional Euclidean space. Denote by 0m and Rm
+ the zero

vector (i.e., (
m times︷ ︸︸ ︷
0, . . . , 0)) and the nonnegative orthant of Rm, respectively. Also, the open

ball with center a ∈ Rm and radius ε > 0 is denoted by Bε (a). The order and weak
order in Rm can respectively be defined by :

(
a1, ..., am

)
≤
(
b1, ..., bm

)
⇐⇒

{
ai ≤ bi, ∀i = 1, . . . ,m,

al < bl, ∃l ∈ {1, . . . ,m} ,(
a1, ..., am

)
<
(
b1, ..., bm

)
⇐⇒ ai < bi, ∀i = 1, . . . ,m.

Let φ : Rn → R be a locally Lipschitz function. The Clarke directional derivative of
φ at x̂ ∈ Rn in the direction v ∈ Rn, and the Clarke subdifferential of φ at x̂ introduced
in [8] are respectively given by

φ0(x̂; v) := lim sup
y→x̂, t↓0

φ(y + tv)− φ(y)

t
,

∂cφ(x̂) :=
{
ξ ∈ Rn | ⟨ξ, v⟩ ≤ φ0(x̂; v) for all v ∈ Rn

}
.

The Clarke subdifferential is a natural generalization of the derivative since it is known
that when function φ is continuously differentiable at x̂, then ∂cφ(x̂) = {∇φ(x̂)}.

Theorem 1. (Lebourg mean-value [8]) Let x, y ∈ Rn, and suppose that φ is a locally
Lipschitz function from Rn to R. Then, there exists a point u in the open line segment
(x, y), such that

φ(y)− φ(x) ∈ ⟨∂cφ(u), y − x⟩ .

Definition 1. Let φ : Rn → R be a locally Lipschitz function. We say that φ is
c−quasiconvex (i.e., Clarke quasiconvex) at x̂ ∈ Rn if for any x ∈ Rn

φ(x) ≤ φ(x̂) =⇒
〈
ξ, x− x̂

〉
≤ 0 ∀ξ ∈ ∂cφ(x̂).

3 Main Results

As a starting point of this section, we introduce the available set of (P) and the set of
active indices a possible point x0 as follows:
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S := {x ∈ Rn | gα (x) ≤ 0, ∀α ∈ A},

A (x0) := {α ∈ A | gα (x0) = 0} .

A given point x0 ∈ S is said to be an efficient (resp. weakly efficient) solution
for (P) if there is no x ∈ S satisfies f(x) ≤ f(x0) (resp. f(x) < f(x0)). The set of
all efficient solutions and weakly efficient solutions of (P) are denoted by E and W ,
respectively.

For each x0 ∈ S, let:

∂̂cfi (x0) := ∂cfi (x0) \ {0n} , ∀i ∈ ∆,

∂̂cf (x0) := ∂̂cf1 (x0)× . . .× ∂̂cfp (x0) ⊆ (Rn)p,

∂♯cf (x0) := ∂cf (x0) \ {0np} =
(
∂cf1 (x0)× . . .× ∂cfp (x0)

)
\ {0np}.

It is easy to see that

∂̂cf (x0) =
{
(ξ1, . . . , ξp) ∈ ∂cf (x0) | ξi ̸= 0n for all i ∈ ∆

}
,

∂♯cf (x0) =
{
(ξ1, . . . , ξp) ∈ ∂cf (x0) | ξi ̸= 0n for some i ∈ ∆

}
,

∂̂cf (x0) ⊆ ∂♯cf (x0) ⊆ ∂cf (x0) .

First, we introduce a quasi-gap function for (P).

Definition 2. For each (x, y, z) ∈ S × S × Rn and ξ := (ξ1, . . . , ξp) ∈ ∂cf(z), the
quasi-gap function φy (x, z, ξ) is defined as:

φy (x, z, ξ) :=

p∑
i=1

〈
ξi, x− y

〉
.

Theorem 2. let fi be c−quasiconvex function at x0 ∈ S for i ∈ ∆.

(I) If for each y ∈ S there exists some ξ(y) ∈ ∂̂cf (x0) with φy(x0, x0, ξ
(y)) ≤ 0, then

x0 ∈ E.

(II) If for each y ∈ S there exists some ξ(y) ∈ ∂♯cf (x0) with φy(x0, x0, ξ
(y)) ≤ 0, then

x0 ∈W .

Proof. (I) Suppose that x0 /∈ E. Then, we can find some x∗ ∈ S and k ∈ ∆, satisfying

fi(x
∗)− fi(x0) ≤ 0, ∀i ∈ ∆, and fk (x

∗)− fk (x0) < 0. (1)

The above inequalities and the c−quasiconvexy of fi functions at x0 imply that〈
ξi, x

∗ − x0
〉
≤ 0, ∀i ∈ ∆, ∀ξi ∈ ∂cfi(x0). (2)
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At the other hand, the assumptions of theorem yield that there exists an ξ(x∗) ∈
∂̂cf (x0) such that

φx∗(x0, x0, ξ
(x∗)) ≤ 0. (3)

It is sufficient to prove that 〈
ξ
(x∗)
k , x∗ − x0

〉
< 0, (4)

since (2) and (4) imply φx∗(x0, x0, ξ
(x∗)) =

∑p
i=1

〈
ξ
(x∗)
i , x0 − x∗

〉
> 0, which

contradicts (3).

If (4) does not hold, in view of (2) we obtain
〈
ξ
(x∗)
k , x∗ − x0

〉
= 0. By latter and

ξ
(x∗)
k ̸= 0n we can find some sequence {wt} → x∗−x0 such that

〈
ξ
(x∗)
k , wt

〉
> 0 for

all t ∈ N. Since wt = (wt + x0)− x0, the latter inequality and c−quasiconvexity
of fk lead us to〈

ξ
(x∗)
k , (wt + x0)− x0

〉
> 0 =⇒ fk(wt + x0)− fk(x0) > 0, ∀t ∈ N.

Hence, the continuity of fk concludes that:

lim
t→∞

(
fk(wt + x0)− fk(x0)

)
≥ 0 =⇒ fk(x

∗)− fk(x0) ≥ 0,

which contradicts (1). Thus (4) holds.

(II) If x0 /∈W , then there exists an x∗ ∈ S such that fi(x∗)−fi(x0) < 0, for all i ∈ ∆.
By definition of ∂♯cf (x), there exists a k ∈ ∆, such that ξ(x

∗)
k ̸= 0n. Similar to

the proof of (I), it can be seen that
〈
ξ
(x∗)
k , x∗ − x0

〉
< 0. The remainder of proof

is similar to (I) and is hence omitted.

The following example shows that the converse of the above theorem does not valid.

Example 1. : Consider the following problem:
min

(
|x1|+ x1 , |x2|+ x2

)
subject to x1 + x2 ≤ 0.

In fact, f1 (x1, x2) = |x1|+ x1, f2 (x1, x2) = |x2|+ x2, and g (x1, x2) = x1 + x2. Consid-
ering x0 = (0, 0), we have x0 ∈ E, and

∂cf1 (x0) = [0, 2]× {0} ,

∂cf2 (x0) = {0} × [0, 2] .
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Taking ŷ = (ŷ1, ŷ2) = (−1,−1) ∈ S, for each ξ
(ŷ)
1 ∈ ∂̂cf1 (x0) and ξ

(ŷ)
2 ∈ ∂̂cf2 (x0), we

have ξ(ŷ)1 = (a1, 0) and ξ(ŷ)2 = (0, a2) for some a1, a2 ∈ (0, 2]. Thus,

φŷ(x0, x0, ξ
(ŷ)) =

〈
(a1, 0) , (−ŷ1,−ŷ2)

〉
+
〈
(0, a2) , (−ŷ1,−ŷ2)

〉
= a1 + a2 > 0.

Theorem 3. If x0 ∈ E, then for each y ∈ S and m ∈ N, there exists z(m) ∈ B1/m (x0)

and ξ(m) := (ξ
(m)
1 , . . . , ξ

(m)
p ) ∈ ∂cf(z

(m)), such that〈
ξ
(m)
i , y − x0

〉
≥ 0, ∀i ∈ ∆, (5)

or 〈
ξ
(m)
k , y − x0

〉
> 0, ∃k ∈ ∆.

Proof. Since the proof is the same as [4, Theorem 4.2], it is omitted, An only different
point of these proves is that in [4, Theorem 4.2] the feasible set is convex, and here it
is not necessarily convex.

Remark 1. The result of Theorem 3 can be written as

x0 ∈ E =⇒ ∀y ∈ S, ∀m ∈ N, ∃z(m) ∈ B1/m (x0) , ∃(ξ(m)
1 , . . . , ξ(m)

p ) ∈ ∂cf(z
(m)),(〈

ξ
(m)
1 , y − x0

〉
,
〈
ξ
(m)
2 , y − x0

〉
, . . . ,

〈
ξ(m)
p , y − x0

〉)
≰ 0p.

The similar proof of Theorem 3 shows that:

x0 ∈W =⇒ ∀y ∈ S, ∀m ∈ N, ∃z(m) ∈ B1/m (x0) , ∃(ξ(m)
1 , . . . , ξ(m)

p ) ∈ ∂cf(z
(m)),(〈

ξ
(m)
1 , y − x0

〉
,
〈
ξ
(m)
2 , y − x0

〉
, . . . ,

〈
ξ(m)
p , y − x0

〉)
≮ 0p.

Definition 3. Suppose that x0 is an efficient solution to (P ). The point y ∈ S is said
to be compatible with x0 if the number of natural numbers m, which is satisfied in (5)
is infinite. The set of all compatible points with x0 is denoted by S(x0).

The following corollary of Theorem 3, is stated as the approximation converse of
Theorem 2.

Theorem 4. Suppose that x0 ∈ E and y ∈ S(x0). Then there exists a sequence{
z(m)

}∞
m=1

converging to x0, and
{
ξ(m)

}∞
m=1

with ξ(m) ∈ ∂cf
(
z(m)

)
, such that:

φy

(
x0, z

(m), ξ(m)
)
≤ 0, ∀m ∈ N.

Now, we introduce a new gap function for the problem (P).
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Definition 4. For each (x, z) ∈ S×Rn and ξ := (ξ1, . . . , ξp) ∈ ∂cf(z), the gap function
φ (x, z, ξ) is defined as:

φ (x, z, ξ) := sup
y∈S

{ p∑
i=1

〈
ξi, x− y

〉}
.

It is easy to see that
φ (x, z, ξ) = sup

y∈S
φy (x, z, ξ) .

Notice that the above gap function is more suitable than the gap function, which is
defined in [4], because of z = x in that gap function, so our gap function is its extension.
Moreover, the gap function presented in [4] is more complicated in calculus, since its
style is infimum of superior.

Lemma 1. For each x ∈ S, z ∈ Rn, and ξ ∈ ∂cf (z) , we have:

φ (x, z, ξ) ≥ 0.

Proof. By taking y = x in definition of φ (x, z, ξ), the result is clear.

Now, we can state the following famous theorem.

Theorem 5. Suppose that fi is a c−quasiconvex function at x0 ∈ S for each i ∈
{1, . . . , p} .

(I) If φ(x0, x0, ξ̂) = 0 for some ξ̂ ∈ ∂̂cf (x0) , then x0 ∈ E.

(II) If φ(x0, x0, ξ♯) = 0 for some ξ♯ ∈ ∂♯cf (x0) , then x0 ∈W .

Proof. (I) φ(x0, x0, ξ̂) = 0 implies that for each y ∈ S we have φy(x0, x0, ξ̂) ≤ 0. The-
orem 2 justifies the result.

(II) Applying the proof of part (I), the result holds.

Remark 2. In the best of our knowledge, the inverse of Theorem 5 is not valid, even
by convexity and differentiability of involving functions. However, in [4] shows that the
inverse of Theorem 5 holds for set-valued gap function at a proper, efficient solution
under some suitable assumptions. However, the characterization of situations for the
satisfactory of the inverse of Theorem 5 is an important open problem.

Now, we introduce another gap function for the problem (P), in which satisfies in
the converse of Theorem 5.
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Definition 5. For each x ∈ S, ξ := (ξ1, . . . , ξp) ∈ ∂cf (x), and λ := (λ1, . . . , λp) ∈ Rp
+

with
∑p

i=1 λi = 1, we define:

φ∗ (x, ξ, λ) := sup
y∈S

p∑
i=1

λi
〈
ξi, x− y

〉
.

It is trivial that by using the proof of Theorem 5, if fi for each i = 1, . . . , p is
c−quasiconvex at x0 ∈ S, and if φ∗(x0, ξ̂, λ) = 0 for some ξ̂ ∈ ∂̂cf(x0) and λ > 0p, then
x0 ∈ E. The proof of the converse of this result needs the following definition.

Definition 6. x̂ ∈ S is said a Karush-Kuhn-Tucker point for problem (P ) if there exist
λ := (λ1, . . . , λp) ≥ 0p with

∑p
i=1 λi = 1, and µα ≥ 0 for α ∈ A(x̂), a finite number of

them are nonzero, such that:

0 ∈
p∑

i=1

λi∂cfi (x̂) +
∑

α∈A(x̂)

µα∂cgα (x̂) .

x̂ ∈ S is said to be strong Karush-Kuhn-Tucker point for problem (P ) if the above
inclusion holds for some λ := (λ1, . . . , λp) > 0p. The set of all Karush-Kuhn-Tucker
points (resp. strong Karush-Kuhn-Tucker points) of (P ) is denoted by K (resp. SK).

Many authors have studied necessary conditions for optimality of multiobjective
semi-infinite programming; see, for example, [2, 5, 8, 9]. We can formulate these nec-
essary conditions as follows:

x0 ∈W =⇒ x0 ∈ K,

x0 ∈ E =⇒ x0 ∈ SK.

The above mentioned necessary optimality conditions hold under some assumptions
(same as closedness of cone

(⋃
α∈A(x0)

∂cgα(x0)
)

and\or compactness of index set A)
and suitable constraint qualifications (same as Abadie, or Mangasarian-Fromovitz).
These special conditions differ from paper to paper, and none of them play a role in
proving converse of the Theorem 5, so, naturally, we use x0 ∈ K and x0 ∈ SK in place
of x0 ∈ E and x0 ∈W .

Theorem 6. Let x0 ∈ K. If gα functions are c-quasiconvex at x0 for α ∈ A (x0), then
there exist ξ ∈ ∂cf (x0) and λ ∈ Rn

+ such that φ∗ (x0, ξ, λ) = 0.

Proof. By definition of K, there exist some λ := (λ1, . . . , λp) ∈ Rp
+ with

∑p
i=1 λi = 1,

and nonnegative µα1 , . . . , µαq with {α1, . . . , αq} ⊆ A (x0) ,and ξi ∈ ∂cfi (x0) for i =
1, . . . , p, and ζαm ∈ ∂cgαm (x0) for m = 1, . . . , q, such that:

p∑
i=1

λiξi +

q∑
m=1

µαmζαm = 0. (6)
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Let y ∈ S. Then,

gαm (y) ≤ 0 = gαm (x0) , ∀m = 1, . . . , q.

Thus, according to c-quasiconvexity of gαm functions〈
ζαm , y − x0

〉
≤ 0, ∀m = 1, . . . , q.

The last inequality and (6) imply that:
p∑

i=1

λi
〈
ξi, y − x0

〉
= −

q∑
m=1

µαm

〈
ζαm , y − x0

〉
≥ 0.

Therefore,
p∑

i=1

λi
〈
ξi, x0 − y

〉
≤ 0.

From this and
∑p

i=1

〈
ξi, x0 − x0

〉
= 0, the result is proved.

As mentioned in Remark 2, the converse of Theorem 5 is not valid in general. The
following example shows this invalidity.

Example 2. Considering the problem that is considered in Example 1. we saw that
x0 = (0, 0) ∈ E and

φy(x, z, ξ̂) = −a1y1 − a2y2,

for each y = (y1, y2) ∈ S and ξ̂1 = (a1, 0) and ξ̂2 = (0, a2) with a1, a2 ∈ (0, 2]. Hence,

φ
(
x0, x0, (ξ̂1, ξ̂2)

)
= sup

{
− a1y1 − a2y2 | y1 + y2 ≤ 0

}
.

Since a1, a2 > 0, taking y1 < 0 and y2 < 0, implies that:

φ
(
x0, x0, (ξ̂1, ξ̂2)

)
> 0.

In a similar way it can be shown that for each (ξ♯1, ξ
♯
2) ∈ ∂♯cf(x0) we have

φ
(
x0, x0, (ξ

♯
1, ξ

♯
2)
)
> 0.

The following example summarizes our results.

Example 3. Consider the following problem:
min




x
1
2 if x ∈ (0, 1)

x
3
2 if x ∈ [1,+∞)

0 if x ∈ (−∞, 0]

,

{
x− 1 if x ∈ [2,+∞),

3− x if x ∈ (−∞, 2)


subject to |x− 1

2 | −
1
2 ≤ 0.
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In fact, f1(x) =


x

1
2 if x ∈ (0, 1)

x
3
2 if x ∈ [1,+∞)

0 if x ∈ (−∞, 0]

, f2(x) =

{
x− 1 if x ∈ [2,+∞),

3− x if x ∈ (−∞, 2)
, and

g1(x) = |x − 1
2 | −

1
2 . It is easy to check that ∂cf1 (1) =

[
1
2 ,

3
2

]
, ∂cf2 (1) = {−1},

∂cg1 (1) = {0}, and A(1) = {1}. Thus, taking ξ̂ := (1,−1) ∈ ∂̂cf (1), we conclude that
φ(1, 1, ξ̂) = 0, and so 1 ∈ E by Theorem 5.
On the other hand, since

0 ∈ ∂cf1 (1) + ∂cf2 (1) + ∂cg1 (1) ,

then 1 ∈ SK ⊆ K by setting λ1 = λ2 = µ1 = 1. This fact and Theorem 6 deduce that
φ∗(1, ξ̂, λ̂) = 0 for λ̂ := (1, 1).

4 Conclusion

In conclusion, for each x, y ∈ S, z ∈ Rn, ξi ∈ ∂cfi(z), and λi ≥ 0 with
∑p

i=1 λi = 1, let

φ̂y(x, z, ξ, λ) :=

p∑
i=1

λi
〈
ξi, y − x

〉
,

φ̂(x, z, ξ, λ) := sup
y∈S

φ̂y(x, z, ξ, λ).

φ̂, as a generalization of φ and φ∗, is a new general form of gap function for (P). In
similar way to Theorems 3, 5, and 6 (apart from some small differences), the following
theorems can be proved:

Theorem 7. Suppose that the fi (for i = 1, . . . , p) and gα (for α ∈ A(x0)) are
c−quasiconvex functions at x0. Then, the following assertions hold:

(I) ∃ξ̂ ∈ ∂̂cf(x0), ∃λ > 0p, φ̂(x0, x0, ξ̂, λ) = 0 =⇒ x0 ∈ E.

(II) x0 ∈ E
suitable conditions

=⇒ x0 ∈ SK =⇒ ∃ξ ∈ ∂cf(x0), ∃λ > 0p, φ̂(x0, x0, ξ, λ) = 0.

Theorem 8. Suppose that the fi (for i = 1, . . . , p) and gα (for α ∈ A(x0)) are
c−quasiconvex functions at x0. Then, the following assertions hold:

(I) ∃ξ♯ ∈ ∂♯cf(x0), ∃λ > 0p, φ̂(x0, x0, ξ
♯, λ) = 0 =⇒ x0 ∈W .

(II) x0 ∈W
suitable conditions

=⇒ x0 ∈ K =⇒ ∃ξ ∈ ∂cf(x0), ∃λ ≥ 0p, φ̂(x0, x0, ξ, λ) = 0.

Theorem 9. Suppose that each fi (for i = 1, . . . , p) is a c−quasiconvex function at x0.
Then, the following assertions hold:
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(I) ∀y ∈ S, ∃ξ(y) ∈ ∂cf(x0), ∃λ > 0p, φ̂y(x0, x0, ξ(y), λ) ≤ 0 =⇒ x0 ∈ E.

(II) x0 ∈ E =⇒ ∀y ∈ S(x0), ∃{z(m)} → x0, ∃ξ(m) ∈ ∂cf(z
(m)), ∀λ ≥ 0p, φ̂y(x0, z

(m), ξ(m), λ) ≤
0 ∀m ∈ N.

Remark 3. It is easy to show that the condition ∃λ > 0p in Theorem 8(I) can be
replaced by the weaker condition ∃λ ≥ 0p, if

ξ♯k ̸= 0n =⇒ λk ̸= 0.
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چکیده

نامتناهی نیمه چندهدفه بهینه سازی مسائل برای جدید تک مقداری شکاف تابع چند مطالعه و معرفی به ما مقاله این در
مسئله یک برای شکافی تابع هر اصلی خواص از یکی که آنجا از پرداخته ایم. لیپ شیتز موضعا داده های با غیرمشتق پذیر
نیز شده معرفی جدید شکاف توابع خاصیت این است، مسئله آن جواب های مشخص سازی در آن توانایی بهینه سازی،

شده اند. بیان کلارک زیرمشتق حسب بر احکام تمامی است. شده ارائه

کلیدی کلمات

کلارک. زیرمشتق شکاف، تابع نیمه−نامتناهی، برنامه ریزی چندهدفه، بهینه سازی
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