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Abstract. The paper discusses the limitations of emotion recognition
in Persian speech due to inefficient feature extraction and classification
tools. To address this, we propose a new method for detecting hidden
emotions in Persian speech with higher recognition accuracy. The
method involves four steps: preprocessing, feature description, feature
extraction, and classification. The input signal is normalized in the
preprocessing step using single-channel vector conversion and signal
resampling. Feature descriptions are performed using Mel-Frequency
Cepstral Coefficients and Spectro-Temporal Modulation techniques,
which produce separate feature matrices. These matrices are then
merged and used for feature extraction through a Convolutional Neural
Network. Finally, a Support Vector Machine with a linear kernel
function is used for emotion classification. The proposed method
is evaluated using the Sharif Emotional Speech dataset and achieves
an average accuracy of 80.9% in classifying emotions in Persian speech.
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1 Introduction

Speech is a highly effective tool for making fast communication and eliciting reactions among humans.
It can also be utilized for communication between humans and machines. However, expressing various
feelings and emotions during speech is exclusive to humans, and recognizing different speech emotions
can be challenging for machines [17]. While recognizing emotions from speech characteristics may
be relatively simple for humans, it can be challenging for emotionless machines. The characteristics
of sound, accent, and the way of expressing emotions vary in different languages, affecting the accu-
racy of speech emotion recognition [18]. This is especially true for the Persian language, which has
several sound characteristics, dialects, and accents. Despite the numerous studies conducted on Speech
Emotion Recognition (SER) in different languages, only a small number of them have focused on the
Persian language [16]. Furthermore, research on the recognition of emotions in Persian speech has faced
several challenges, such as insufficient use of efficient and diverse methods for feature extraction and
classification, highlighting a research gap in the field of emotion recognition in Persian speech.

Recognizing emotions in speech is a complex task that presents many challenges. One of these
challenges is the complexity of emotional states, as some emotional states are the result of combining
two or more basic emotional states [1]. Therefore, it is crucial to be able to distinguish basic emotional
states in speech. Moreover, recognizing emotions in Persian speech is particularly important due to the
lack of an accurate method for achieving this task, which is a result of using inefficient feature extraction
and classification tools. In this paper, we present an efficient method for recognizing emotions in Persian
speech that overcomes existing challenges and is expected to yield better results. Our proposed method
combines signal processing and machine learning techniques. The combination of features used in our
method for identifying emotions in speech is one of the innovative aspects of our research.

The remainder of this paper is organized as follows: In the second section, we review related works.
The third section provides a detailed description of the proposed method. In the fourth section, we
discuss our research findings. Finally, the fifth section presents our conclusions based on the research
findings.

2 Related Works

The recognition of emotions in speech has a well-established research background, with most studies
focusing on English speech. In this section, we discuss recent efforts in this area. Ke et al. [9] employed
two models, Artificial Neural Network (ANN) and Support Vector Machine (SVM), to recognize emo-
tions in Chinese speech using the CASIAChinese Emotional Corpus database. The authors evaluated the
effects of reducing feature dimensions, comparing the effect of feature reduction on these two models.
Alghifari, Gunawan, and Kartiwi [2] employed the Deep Neural Network (DNN) classification method
on a custom database to recognize speech emotions, considering only the Mel-frequency cepstral coef-
ficients (MFCC) features for describing attributes of speech.

Kumbhar and Bhandari [10] used the MFCC features, along with a feature reduction mechanism,
to analyze speech signals. Due to the high generality of MFCC features compared to other features, the
authors claimed that their method is a language-independent approach. In this method, 39 coefficients
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were extracted for each speech signal, and a Long Short-Term Memory (LSTM) was used to recognize
emotions.

Ravanbakhsh et al. [15] used Short-Time Fourier Transform (STFT) and MFCC features to extract
emotional-related features from speech and classified these features using an ANN. The Berlin database
with 535 audio files in the German language was used in their experiments. This database involved
seven basic emotions of happiness, sadness, disgust, anger, surprise, fear, and neutrality. Their research
showed that the efficiency of emotion recognition depends on three factors: training algorithm, extracted
features, and emotion type. According to their results, using certain training functions in ANN, the STFT
features led to a better recognition rate for some emotion classes, whileMFCC features could outperform
STFT for other classes.

Fahad et al. [6] compared DNN and Hidden Markov Model (HMM) classification methods using
two MFCC and Epoch-based features. They compared these cases using four emotional states of happi-
ness, sadness, anger, and neutrality in the IEMOCAP database. Their results showed the superiority of
DNN when fed by MFCC features. Horkus and Guerti [7] proposed a method for recognizing anger’s
emotional state using an SVM classifier with three types of features: MFCC, formant, and prosodic fea-
tures (such as the lowest and highest pitch). They also examined cases where the combination of these
three features was used. This method was tested on four datasets, including the Sharif Emotional Speech
dataset (ShEmo). However, this paper is limited to the detection of neutral and angry emotional states,
and the highest accuracy is achieved when the combination of features is used for emotion recognition.

Liu et al. [11] demonstrated that the classification method can be sensitive to a small number of
phonetic labels clustered by the K-Means method, which may ignore other feature components. These
specific phonetic components are taken from the MFCC feature and speech emotions are recognized
by DNN and SVM classification methods using six datasets, including ShEmo. The dimensionality
reduction approach aimed at reducing calculations, execution time, and cost, although it did not achieve
high accuracy.

3 The Proposed Method

The proposed solution for recognizing emotions in Persian speech can be summarized in the following
phases:

1. Preprocessing audio signals,

2. Describing features using MFCC and Spectro Temporal Modulation (STM),

3. Extracting features using Convolutional Neural Network (CNN),

4. Classifying extracted features using SVM.

The steps of the proposed method are illustrated in Figure 1.
According to this diagram, the proposed method commences with preprocessing the input signals.

The primary objective of the preprocessing phase is to convert all input signals into a standardized in-
termediate form. To achieve this, the input signals are first converted into mono-channel vectors. Next,
the frequency of all signal vectors is converted to 16 kHz. At the end of the preprocessing phase, the
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Figure 1: Diagram of the proposed method.

signal vector is normalized by transforming it into a vector with zero mean and unit variance. In the
second phase of the proposed method, the feature description process is performed. Two sets of features
are utilized to describe speech characteristics: MFCC and STM features. Each of these techniques pro-
cesses the speech signal independently and produces a matrix of corresponding features. The resulting
matrices are merged to perform feature extraction in the third phase of the proposed method. The feature
extraction process is executed in the third phase of the proposed method using deep learning techniques.
In this phase, the feature matrix obtained from the combination of MFCC and STM for each input speech
signal is processed using a CNN, and the characteristics of the corresponding signal are described in the
form of a set of features. In the last phase of the proposed method, the extracted features are classified
by a set of SVM models that cooperate through the one-vs-all mechanism. In the following, we will
expound on the details of each phase of the proposed method.

3.1 The Preprocessing Phase

The proposed method commences with preprocessing the input signals. This phase comprises three
primary steps:

• Vectorizing stereo signals,

• Resampling for frequency conversion,

• Normalizing the signal.

The preprocessing phase aims to eliminate superfluous information from the input signal, standard-
ize all signals into an intermediate form, and prepare them for further processing. To achieve this, the
operations of audio signal normalization, signal resampling, and conversion of stereo signals to mono-
channel vector form are carried out. At the beginning of the preprocessing phase, the multi-channel
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nature of the input audio signal is checked. If it is multi-channel, it is converted to a mono-channel sig-
nal. Since audio signals are recorded under diverse conditions and using different devices, the frequency
of some input signals may differ from others. Two signals with different frequencies describe the same
temporal data with different data rates. The variation in the number of samples describing the time unit
may cause inaccuracies in the detection process during the subsequent phases of the proposed method.
Hence, in the second step of the preprocessing phase, the input signals are converted to a uniform fre-
quency of 16 kHz. This operation aims to standardize the rate conditions for all input signals. At the
end of the preprocessing phase, the signal vector is transformed into a vector with zero mean and unit
variance, eliminating the possible specific conditions of a signal such as high or low volume as much as
possible.

3.2 Feature Description by MFCC and STM

The second phase of the proposed method is devoted to describing the audio signal’s characteristics. To
obtain a comprehensive set of features that can describe the emotional characteristics of Persian speech
from various perspectives, two different techniques have been employed:

• Mel-Frequency Cepstral Coefficients,

• Spectro-Temporal Modulation.

Each of these techniques processes the input signal independently and describes its characteristics in the
form of a matrix. In the following sections, we will expound on the feature description process using
these two techniques.

3.2.1 Feature Description by MFCC

The first set of features utilized to describe audio signal characteristics is MFCC. The MFCC technique
is modeled based on the behavior of the human auditory system in analyzing an audio signal. One of the
reasons for the high efficiency of this technique is its high resolution, which enables the recognition of
even minor changes in a signal that can be well recognized through the Cepstral coefficients of Mel fre-
quency. Another strength of this method is the use of discrete cosine transform (DCT), which efficiently
summarizes the features while removing the details of the spectral structure. The calculation process for
extracting MFCC involves the following steps:

a. Pre-emphasis filter: A high-pass filter is applied to the input signal to remove unwanted spectral
effects such as sudden changes in the input signal caused by momentary intense noises and make
the signal uniform.

b. Framing, windowing and overlapping: The signal is divided into smaller parts called frames and
the characteristics of each frame are extracted. Typically, the size of each frame is between 10 and
50 milliseconds, and the frames overlap each other. The overlapping level between the frames
is chosen variably (between 25% and 75% of the frame length). In the proposed method, frame
length and overlapping level between frames were experimentally selected as 35 milliseconds
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and 40%, respectively, resulting in the best results for Persian speech. The resulting frames are
multiplied by a window to reduce the effect of signal discontinuity at the beginning and end of
each frame and prevent interference between frames in the frequency domain.

c. Calculation of spectrum and filter bank in Mel scale: To enable easier and faster calculations, the
Fourier transform is used to transfer the speech signal to the frequency domain. In this step, the
spectrum is estimated using the fast Fourier transform. A non-linear transformation called the
Mel scale is used on the speech spectrum to model the sensitivity of the human ear to different
frequency domains. The Mel scale demonstrates that the human auditory system assigns more
importance to the information related to the lower domain, and for this reason, the signal spec-
trum is passed through 40 filters with the bandwidth of the Mel scale. The number of filters was
determined to achieve the highest accuracy in emotion recognition. These filters simulate the
frequency resolution of the human auditory system and overlap in a triangular shape, with the
beginning of each filter corresponding to the center frequency of its previous filter and its termi-
nation corresponding to the center frequency of the filter after it. The peak of each filter is located
at its center frequency.

d. Applying logarithmic and discrete cosine transformation: To reduce the number of components
in the feature vector, the logarithmic values ��obtained from the 40 filters are multiplied by
DCT. The resulting number of target MFCC coefficients is equal to the number of components in
the feature vector. The output of this transformation is called the Cepstrum coefficient. This set
of coefficients is less correlated, and the fewer components it contains, the more important the
information is. On the other hand, more components in this vector have less information and are,
therefore, less important.

e. Calculation of the derivatives of Cepstral coefficients: Cepstral coefficients describe the set of
characteristics of the speech signal and can be effective in increasing recognition accuracy. To
increase the accuracy of the detection system, these coefficients can be derived by regarding time.
Cepstral coefficients model static information in the speech signal and are sensitive to the speech
states and the changes that occur in them. On the other hand, derivatives of Cepstral coefficients
have dynamic information of transfer between different speech states. In this way, the combina-
tion of Cepstral coefficients and their derivatives can effectively increase the richness of speech
descriptive features.

3.2.2 Feature Description by STM

The second set of features utilized to describe the characteristics of the speech is STM. This technique
also employs an auditory system modeling strategy in the feature description process and comprises two
basic processing steps:

• Modeling the human auditory system,

• Generation of temporal modulation based on the auditory spectrum.

In the first step, the human auditory system is modeled, during which the speech signal is converted into
a neural pattern, known as the auditory spectrogram. This image is a time-frequency distribution along
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the tonotopic axis or logarithmic frequency axis, obtained by applying three stages of transformation
stages to the input signal. In the second stage, the content of time modulation is obtained through the
audio spectrum and by applying wavelet transformation to each row of the auditory spectrogram. The
calculation process for the auditory spectrogram involves three main steps, which we will describe in the
following section. It should be noted that these two steps are applied to the preprocessed signal obtained
in the first phase of the proposed method.

Modeling the Human Auditory System

The process of modeling the human auditory system consists of three main steps, based on the initial
stages of sound processing by humans. In the first step, a constant Q transformation is applied to the
input signal. This conversion is accomplished using a filter bank, in which all the filters have a constant
ratio between the value of the central frequency and resolution. In the proposed method, 96 overlapped
filters are utilized, with linearly and uniformly distributed central frequencies. To distribute these filters
correctly, the logarithmic frequency axis is divided into the following four-octave intervals:

1. Octave 1: 100 to 200 Hz,

2. Octave 2: 200 to 400 Hz,

3. Octave 3: 400 to 800 Hz,

4. Octave 4: 800 to 1600 Hz.

The 96 filters are distributed on the logarithmic frequency axis to cover these four octaves. If we
denote the logarithmic frequency of this filter bank as f , then the impulse response of each filter can be
expressed as hcochlea(t, f). Given the impulse response caused by each filter and considering s(t) as
the input speech signal, the output of the cochlear filter can be described as the following equation [13]:

ycochlea (t, f)= s (t) ⋆thcochlea(t, f), (1)

where ⋆t denotes convolution in the time domain. In this way, the first stage of modeling the auditory
system is completed by calculating the output of the cochlear filter. In the second step, the output obtained
from the previous step (i.e., ycochlea (t, f)) is transformed into an auditory neural pattern by a hair cell.
Using this process, the cochlear output can be modeled as an intracellular pattern. This transformation
can be implemented through the following steps: First, a derivative is taken the concerning time from
the output obtained from each filter (as

∂ycoachlea
∂t (t, f)) that this action acts as a high pass filter. Then,

by applying a non-linear compression function such as ghc(·) to the output obtained from the previous
step, ion channels can be modeled. The compressor function ghc (·) is defined as follows [13]:

ghc (f) =
1

1 + e−γ∗f − 0.5. (2)

Finally, the output of hair cells in the auditory system can be modeled by utilizing a low-pass filter,
µhc(t)(0). This filter allows frequencies higher than 4.5 kHz to pass through it. The three steps described
in the second stage of auditory system modeling can be represented by the following equation [13]:

yan (t, f) = ghc

(
∂ycochlea

∂t
(t, f)

)
⋆ t µhc(t), (3)
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where yan(t, f) represents the auditory neural pattern obtained through processing speech signals. Next,
the discontinuities of the response along the logarithmic frequency for the existing auditory neural pat-
tern are determined by applying the lateral inhibition network. This lateral inhibition network can be
simulated using the first-order differential in terms of logarithmic frequency as follows [13]:

yLIN (t, f) = max(
∂yan
∂f

(t, f) , 0). (4)

The final step in the process of modeling the human auditory system is to integrate the result of the
above equation (yLIN (t, f)) over a short range, which can be described as the following equation [13]:

µmidbrain (t; τ) = e−
t
τ u(t). (5)

Here, u(t) represents the unit step function and τ specifies a short time constant in the range of 2 to
8 milliseconds. With these explanations, the auditory spectrogram y (t, f) can be described as follows
[13]:

y (t, f) = yLIN (t, f) ⋆ t µmidb�rain (t; τ) . (6)

The process for modeling the human auditory system is illustrated in Figure 2. The output matrix
resulting from the steps described above is an auditory spectrogram, an example of which is shown in
the lower part of Figure 2.

Construction of Temporal Modulation

At the higher levels of the human central auditory system, particularly in the primary cortex of the
auditory system, the analysis is performed on the auditory spectrum by estimating the signal content.
To model the human auditory system’s perception of temporal modulation, the proposed method uses
the process of analyzing the dimensions of modulation to provide a more detailed view of the spectro-
temporal characteristics of speech signals. The previous research has shown the best mechanism to
model the human auditory system’s perception of time modulation can be achieved by using the loga-
rithmic frequency vector along with the constant Q discriminator [4]. In this way, the constant effect
of Q can be efficiently modeled by applying continuous wavelet transformation to each row of the au-
ditory spectrogram in the proposed method [5]. Instead of using the standard spectrogram, the auditory
spectrogram is used as the input of the modulation dimension analysis step.

The modulation dimension analysis process consists of two main steps. First, a wavelet filter is
applied to each temporal row of the auditory spectrogram (y(t, f)) assuming r coefficients [5]:

XSP (r, t, f) =
1

r
y (t, f) ⋆ t Ψ(− t

r
). (7)

By applying Equation (7), the output obtained from each cochlear channel can be filtered. To reduce
complexity and increase computational efficiency, wavelet filters can be simulated by a filter bank
consisting of a set of Gabor filters. Each of these filters can be adjusted for different values ��of
spectro-temporal parameters (low to high rates). The modulation rates for the Gabor filter bank are
r = {2, 4, 8, 16, 32, 64, 128, 256} Hz.



Hashemi, S., Ayat, S./ COAM, 8 (2), Summer-Autumn (2023) 93

Figure 2: Auditory system modeling diagram.

It should be noted that the output obtained in this step utilizes rate-time-frequency criteria to analyze
the input signal. In this way, the spectrum of the resulting audio signal can be depicted as a three-
dimensional matrix in terms of rate, time, and frequency. The mentioned filters are applied to each line
of this matrix.

The process of temporal modulation production is completed by integrating temporal from the three-
dimensional matrix obtained from the previous step. This process can be implemented as an integration
of each member of theXSP(r, t, f) set. By doing this, a two-dimensional model is obtained in terms of
rate and frequency [5].

XJF (r, f) =

∫ ∣∣∣XSP (r, t, f)
∣∣∣2 dt. (8)

The obtained two-dimensional model is called auditory temporal modulation. The process of creating
temporal modulation based on the audio spectrum is given as a diagram in Figure 3.
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Figure 3: Diagram of the production steps of temporal modulation based on the auditory spectrum.

Figure 3 displays the auditory spectrogram in the upper part and the diagram of the extracted tem-
poral modulation from this signal in the lower part.

The length of all feature vectors, such as the MFCC vector, the STM vector, their integrated fea-
ture vector for neural network input, and the CNN output feature vector, are presented in Table 1 after
completing all these steps. It should be noted that the input vectors of the neural network have a merged
structure with two fields.

3.3 Feature Extraction Using CNN

The proposed method involves a third phase, which entails the extraction of signal features via the use of
matrices of MFCC and STM. A CNN is employed to extract the features of each signal. Specifically, the
merged matrix resulting from the combination of the two matrices of MFCC and STM serves as the input
of the CNN. The weight values ��obtained from the last fully connected layer in this neural network
are then used as the final extracted features from the speech signal. It is worth noting that the proposed
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Table 1: Length of feature vectors used

Feature vector Length of the feature vector Description
STM 96× 10 —
MFCC 13× x, 202 < x < 1992 Choose the minimum x to

merge vectors
Input merged vectors
(MFCC, STM)

96× 10 merges to 13×min(x) 2126 samples

CNN neural network
output feature vector

128 In the next section

method utilizes multiple layers to optimize the CNN, and if LSTM is employed for feature extraction
instead of CNN, the LSTM model may face the issue of gradient vanishing. The structure of this CNN
is illustrated in Figure 4.

Figure 4: Convolutional neural network structure used in the proposed method for extracting features.

The proposed CNN for feature extraction consists of the following layers:

• One input layer: This layer is the first layer in the proposed CNN and receives the matrix result-
ing from the integration of the Mel frequency cepstral coefficients and spectral time modulation
matrices.

• Two two-dimensional convolution layers: As the inputmatrices have a two-dimensional structure,
the convolution layers used in the proposed deep neural network are also two-dimensional. The
dimensions of the convolution filters in the first layer are 7× 7 and in the second layer, they are
5×5. Both layers have 64 convolution filters. These values have been determined experimentally
and by repeating the experiment for different values. It was found that using more than 64 filters
in convolution layers can cause overfitting.

• Two Rectified Linear Unit (ReLU) layers: Each ReLU layer is placed directly after the two-
dimensional convolution layers. These layers simulate the function of the activation function
to transform the data obtained from the convolution layers. The ReLU function is used in the
proposed CNN because of the type of inputs applied to this neural network. Negative outputs
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from the convolution layers are converted to zero, while positive outputs are directly transferred
to the next layer.

• Two 2DMaxPool layers: These layers are used to reduce the spatial size of the features extracted
through convolution layers. The size of the window in these layers is 2× 2, reducing the dimen-
sions of the features obtained from the convolution layers by half.

• Three successive fully connected (FC) layers: The purpose of these layers is to transform the
features obtained through the previous layers into a vector. The dimensions of the FC layers at
the end of the proposed CNN are 1024, 256, and 128 neurons, respectively. The features are
expanded and compressed in the second and third layers, respectively. Using this combination of
three consecutive FC layers allows for a better abstraction of the features in the input samples.

As shown in Figure 4, the necessary layers for feature classification are not considered in the pro-
posed CNN model. This neural network is only used for feature extraction. The output obtained from
the last fully connected layer of the neural network (FC3), which is a numerical vector with a length of
128, is considered as the extracted features from the samples. After extracting the signal features, they
are organized in the form of a vector to be used as the input of the learning model in the last step of the
proposed method. Based on the set of extracted features, emotions can be recognized in speech.

3.4 Classification by Support Vector Machine

A support vector machine is an efficient supervised classifier for classifying two or more classes. It
distinguishes between two classes by drawing a division boundary between them using data belonging
to each class [3]. In the last step of the proposed method, An SVM is employed for classification,
which can be represented as two very wide regions, a boundary, and a specific position relative to each
other. Each wide part belongs to one of the target classes, and the smallest distance between the samples
of each class with the border is considered the margin. The SVM is a classification algorithm that
increases classification accuracy by maximizing the margin between the support planes of the samples
for each class. The algorithm obtains the line that separates the classes by using two parallel lines and
the opposite direction of movement so that each line reaches an example of a specific category on its
side. Subsequently, a strip or border is formed between these two parallel lines. The wider this strip is,
the more the algorithm has been able to maximize the margin, and the goal is to maximize the margin
[14]. Since SVM is a binary classifier, each SVM model can classify samples into one of two target
classes. To use the SVM model in the multi-class emotion recognition problem, the one-vs-all method
has been employed.

4 Numerical Results

To implement the proposed method in this research, MATLAB 2016a software was utilized. The tests
were conducted on a desktop computer system running Windows 10 64-bit operating system. This sys-
tem is equipped with an Intel core i7 processor with a processing power of 3.2 GHz and 16 GB of
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memory. To test the performance of the proposed method, the ShEMO database containing 3000 audio
files was used [12]. All the speeches in this database are collected by the Sharif University of Technol-
ogy from radio shows. This database contains a total of 3 hours and 25 minutes of speech data from 78
Persian-speaking speakers, covering the six basic emotions of anger, fear, happiness, sadness, surprise,
and neutral state. The emotional state of each part of speech is labeled separately by 12 experts, and
the final label of each part of speech is selected based on the majority of the voters. The agreement of
the taggers is found to be 14% according to the Kappa criterion, indicating high agreement. Each of the
mentioned categories contains samples with the voice of males and females. To classify each sample, 1
second of the signal is processed because signals with a length of less than 1 second might not provide
sufficient and effective information to describe the feature with MFCC and STM methods. Therefore,
samples with a length of less than one second are ignored, resulting in the removal of 874 samples. Con-
sequently, the experiments carried out in this research are performed using 2126 audio signal samples
with a length of more than one second.

In the research experiments, the cross-validation method was employed with 10-fold, 15-fold, and
20-fold divisions. Ultimately, better accuracy results are obtained with 10-fold cross-validation. The
samples were divided sequentially, and after 10 repetitions, all the samples were tested. Figure 5, il-
lustrates the correct recognition results for each fold by the proposed model. The results presented in
Figure 5 display the percentage of correct detection for each of the 10 repetitions of the experiment.
Additionally, Figure 6 shows the results of experiments with different folds and percentages of training
and test samples, indicating that the number of repetitions and the percentage of training and test sam-
ples for the proposed method are well chosen. As shown in Figures 5 and 6, the proposed method can
improve the accuracy of emotion detection compared to other methods. Figure 5 demonstrates that by
using the lowest accuracy of correct emotion recognition is 76.6%, the highest accuracy is 84.51%, and
the average accuracy is 80.9%. Based on these results, the average accuracy of the proposed method
is higher than other learning models. These findings confirm that the techniques used in the proposed
method can significantly increase the accuracy of emotion recognition in Persian speech. Furthermore,
the proposed method, exhibits a more limited range of changes in the accuracy criterion during different
repetitions, in addition to higher average accuracy.

Figure 5: Correct emotion detection of the proposed method during each fold of the experiment.
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(a) Accuracy of CNN+SVM = 78.42%. (b) Accuracy of CNN+SVM = 80.04%.

Figure 6: (a) The proposed method in 15-fold, and (b) the proposed method in 20-fold.

The results indicate that the proposed method yields a broader range of achievable accuracy values
(the lowest and the highest accuracy values). These findings confirm that implementing the proposed
model can effectively enhance the reliability of emotion recognition outputs in speech. Figure 7 displays
a box plot of the accuracy changes of each classification algorithm, along with their respective accuracy
change intervals. In this plot, the dashed range of each box represents the upper and lower limits of the
algorithm’s accuracy changes during different iterations, while the middle circle in each box represents
the median accuracy. As illustrated in Figure 7, the proposed method, apart from having a higher aver-
age accuracy, yields more closely bound values ��for the limits of accuracy changes during different
iterations. Figure 7 indicates that the proposed method can detect hidden emotions in Persian speech
with an accuracy of at least 76.6%.

Figure 7: Box diagram of the accuracy of algorithms during 10 repetitions of experiments.

Figure 8 shows the confusion matrix resulting from emotion recognition in the proposed model.
In the confusion matrix presented in this figure, the sum of the values ��of the first column repre-

sents the number of test samples belonging to the “Anger” category. Similarly, the sum of values ��in
the first row indicates the number of test samples classified by the SVM in the “Anger” category. The
intersection of these two sets (first row and first column) displays the total number of correctly classified
anger-based samples by the proposed algorithm, which amounts to 732 samples with 92.4% accuracy.
The interpretation of the output of the proposed method for other target categories is carried out simi-
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Figure 8: Confusion matrix resulting from emotion recognition by the proposed model.

larly. The proposed method exhibits good recognition in the “natural” and “sad” classes, with accuracies
of 79.5% and 71.7%, respectively. Regarding the accuracy of class (6) (surprise), due to the similarity
between the extracted features of this class and class (5) (sadness), almost half of the samples in class
(6) have been misclassified as class (5) by the model. However, the small number of samples in class
(6) also influences the recognition result of this class. Additionally, the low accuracy of class (2) is due
to the small number of samples in the database (38 samples among 3000) and the removal of data less
than 1 second during the model training process, resulting in a decrease in the number of samples in this
class. This affects the accuracy of the average.

These findings demonstrate that, by using the proposed method, 80.9% of the database samples are
classified correctly. Furthermore, the confusion matrix results related to other compared algorithms are
displayed in Figure 9. Comparing the confusion matrices presented in Figures 8 and 9 reveals that the
proposed method outperforms other algorithms in identifying hidden emotions in Persian speech.

The receiver operating characteristic (ROC) curve is a graphical representation created using the true
positive rate (sensitivity) on the vertical axis and the false positive rate (specificity) on the horizontal axis
at various thresholds (cut points). When the sensitivity increases, the false positive rate also increases.
Therefore, the ROC curve allows for the assessment and comparison of the number of true positives
and false positives at any point on the curve. The area under the curve (AUC) indicates the overall
quality of classification. Tests with the same AUC exhibit overall classification performance, but not
necessarily equal sensitivity and specificity. Figure 10 displays the ROC curve for the experiments.
Figure 10 illustrates that the area under the ROC curve is greater when using the proposed method
compared to other classification algorithms. This graph indicates that the proposed method reduces the
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Figure 9: Confusion matrix resulting from (a) Naive Bayes (b) Decision tree (c) ECOC (d) MLP.

false positive (FP) rate and increases the true positive (TP) rate compared to other algorithms, rendering
it more effective in accurately detecting emotions.

To assess the model’s performance, conventional evaluation criteria should always be applied [8].
To evaluate unbalanced data, the Precision-Recall curve of different classes and the area under their
(AUPRC) diagram are also presented in Figure 11. Additionally, the accuracy, recall, and F-Measure
criteria can be used to evaluate the proposed method. These results are presented shown in Table 2.

As Table 2 reveals, the proposed method outperforms other algorithms in terms of both the percent-
age of correct detection and other performance criteria. These findings demonstrate that the proposed
method can serve as an effective tool for detecting hidden emotions in Persian speech.
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Figure 10: Comparison of the proposed method’s ROC curve with other approaches.

Figure 11: Precision-Recall curves of different classes and their area under the curve (AUPRC).

Table 2: Comparing the efficiency of the proposed method with other classification models

Method Accuracy F-measure Recall Precision
Proposed (CNN+SVM) 80.8920 53.4894 52.1050 57.5369
Naive Bayes 49.4836 33.7230 35.7038 35.0081
Decision Tree 51.5493 32.3001 32.2772 32.5762
ECOC (Error-correcting output
coding)

71.2676 49.1532 49.0934 50.1909

MLP (Multi-layer perceptron) 17.4178 11.5732 17.9157 18.8200
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5 Discussion

In this research, all available classes and samples from a natural Persian database were utilized, which
made our work more challenging than when using synthetic databases, due to the presence of noise in
this database that impairs recognition accuracy.

The study conducted by Horkus and Guerti [7] employed the same database as this research but only
detected two emotional states “anger” and “neutral” out of six states. To compare the efficiency of the
proposed method with that of Horkus and Guerti’s [7] study, an experiment was conducted by ignoring
other target classes and performing emotion recognition solely based on samples belonging to the two
classes, “anger” and “neutral.”

Horkus and Guerti’s method [7] achieved 90.97% accuracy in recognizing the two emotional states
“anger” and “neutral” without separating gender samples. Meanwhile, the proposed method recognized
these emotional states with 93.23% accuracy. The results indicate that the proposed method can increase
detection accuracy by 2.26% compared to Horkus and Guerti’s method. Figure 12 displays the confusion
matrix resulting from the detection of the two mentioned emotional states by the proposed method.
According to the results of this matrix, for the anger class, 753 samples were correctly identified as true
positive (TP) and 21 samples as false positive (FP). Similarly, for the neutral class, 692 samples were
correctly identified as TP, and 84 samples were falsely identified as FP. Although information about the
confusion matrix of Horkus and Guerti’s method [7] is not provided, they stated in their paper that they
performed the classification using only 144 samples (72 samples in the neutral category and 72 samples
in the anger category). Thus, it is evident that the accuracy of their method would decrease when using
all the samples in all six database classes.

Figure 13 compares the accuracy of the proposed method with other evaluation methods used in
Horkus and Guerti’s study [7] . These results demonstrate that using a combination of temporal spec-
tral modulation features and Capstral coefficients Mel frequency in the proposed method increased the
recognition accuracy of the two emotions, “anger” and “neutral”, compared to all the methods employed
in Horkus and Guerti’s study [7] .

Figure 12: Confusion matrix of the proposed method to recognize two states of anger and neutral.

In another study by Liu et al. [11], the classification was performed using methods such as DNN
and SVM, and the phonetic tag method was used to reduce cost and time. However, the average emotion
recognition accuracy for the ShEmo database was 70.53%, which is lower accuracy compared to the
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Figure 13: Comparing the accuracy of the proposed method against other approaches.

result of this research, which is 80.9%. As shown in Figure 14 in the confusion matrix of Liu et al.’s
[11] study, signals less than 1 second were not removed, and all samples were used in the experiment,
which may account for the lower accuracy. The highest recognition accuracies for “anger” and “neutral”
emotions in Liu et al.’s study were 82.15% and 75.97%, respectively, which are still lower accuracies
compared to the proposed method.

Figure 14: Confusion matrix of research [11] on the ShEmo dataset.

6 Conclusion

This paper proposed a new solution for identifying emotions in Persian speech using machine learning
techniques. The proposed method can recognize the six base emotions of “anger”, “fear”, “happiness”,
“sadness”, “surprise” and “neutral”. The method consists of four main phases: preprocessing, feature
description, feature extraction, and classification. Two categories of features, MFCC and STM, were
used in the proposed method to describe speech characteristics. Each technique independently processes
the speech signal and produces a corresponding features matrix. In the third phase, feature extraction is
performed using a CNN to merge these two matrices. To evaluate the proposed method’s performance
in recognizing emotions in speech, the accuracy, precision, recall, and F -Measure criteria were used.
Based on the obtained results, the proposedmethod can recognize the six basic emotional states in Persian
speech with an average accuracy of 80.9%, resulting in an increase in accuracy of at least 8.8% compared
to other models. In future works, other feature extraction algorithms can be studied to describe speech



104 Emotion Recognition for Persian Speech .../ COAM, 8 (2), Summer-Autumn (2023)

features more accurately. Additionally, the use of optimization algorithms to select an optimal subset of
speech features could be the subject of future research.
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